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`The Science of Psychology
What you need to know about the science of psychology
This document has two purposes: (1) show fundamental characteristics of parametric statistics; and (2) present a philosophy of science  - obtaining internal and external validity of research results.  

Terms used below: GLM (general linear model); ES (effect size); ANOVA (analysis of variance); MANOVA (multivariate analysis of variance); MR (multiple regression); DFA (discriminant function analysis); CCA (canonical correlation analysis); EFA (exploratory factor analysis).

“…because all classical parametric analyses are part of the GLM, all of these analyses have certain things in common, including the facts that they (a) are ultimately correlational in nature, (b) yield r2-type effect sizes, (c) maximize shared variance between variables or between sets of variables, and ( d) apply weights to observed variables to create synthetic (i.e., unobserved, latent) variables that often become the focus of the analysis (cf. Bagozzi, Fornell, & Larcker, 1981; Cohen, 1968; Henson, 2000; Knapp, 1978; Thompson, 1991).”  Sherry

Further,
“Contrary to the compartmentalized understanding of statistical methods held by many researchers, CCA subsumes both univariate and multivariate methods as special cases (Fan, 1996, 1997; Henson, 2000; Thompson 2000). Actually, structural equation modeling represents the highest level of the GLM. However, structural equation modeling explicitly includes measurement error as part of the analysis, whereas other classical statistical procedures do not. Knowledge of the inner workings of CCA can inform researchers regarding the application of GLM concepts across analyses and extension of these concepts to vital multivariate methods (Fish, 1988).” Sherry

Finally, a whole bunch of t-test or correlations result in “Increased risk of this error occurs when too many statistical tests are performed on the same variables in a data set, with each test having its own risk of Type I error (often set by tradition at α = .05 and sometimes called "testwise error"). Multivariate techniques minimize this because they allow for simultaneous comparisons among the variables rather than requiring many statistical tests be conducted.” Sherry

Effect size (ES) contains the basic concept of psychological science.  It implies something is causing something and it is known in some quantity between 0 and 1.  A 0 [zero] indicates no effect and a 1 indicates “for sure” and full strength.
 
Here is a list of some of the effect sizes, r, d, g, h, OR, RR, R, r2, R2, n2
Each of these can be converted to any of the other.  Either r or d might be considered the standards.  r will be used here with implied directionality implied in regression.  That is there is an independent and dependent variable.  The statistics t and f can be converted to r.

So r is described and it can be converted to any of the other effect sizes (ES) and vice versa.  How does r work in terms of an ES?  You might ask the question “Do people who feel like they have been productive feel worthwhile?”  At the moment we will not struggle with the opposite that “feeling worthwhile” might cause “productivity” or there might be 100 hundred other things that resulted in the person feeling “worthwhile.”  The correlation (and consequently the ES) between “productivity” and “worthwhile” is .53.  When people are productive then they feel worthwhile.  
We also might believe that there are other things that lead to our feeling worthwhile.  It might be that helping another person might make us feel worthwhile.  You might help another person by “  … arranging things to help them get something done” (part of a questionnaire) and find that the correlation is .34.  And there may be other things like “ doing what you should” . 42 that make people feel worthwhile.  But maybe those overlap.  A multiple regression would indicate the amount of overlap.  In a multiple regression the 3 variables raise the multiple R to .59.  Yes, they do overlap.  If they did not overlap the total correlation would be .53 + .34 + .42  = 1.29.  What happened?  In the output of the part correlations (the unique correlation of each variable) are productive = .37 , should = .24 , and arrange = .07.  Each one has been reduced considerable because they accounted for some the same variance.  The standardized beta weights are productive= .42 , should = .26 , and arrange = .08.  And consequently, the standardized linear combination
(Y’=b1x1 + b2x2 + b3x3… bnxn) is 
Y’=.41 times productiv +  .08 times arrange + .26 times should.
Annotated SPSS output from the multiple regression analysis``` follow:
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Now to do the same calculation in CCA
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Now we add multiple independent variables using canonical correlations
	It may be that feeling worthwhile is part of a broader concept that might include feeling good about oneself and enjoying oneself.
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But only 2 of the additional three are significant.  “Arrange” does not raise the overall correlation significantly.  



We will leave that for the moment and think about the concept of “worthwhile” – it might be that the emotions of feeling good about one’s self and enjoying oneself might overlap with feeling worthwhile.  So let’s see if being productive, doing what you should, and arranging to help another person with predict (effect – from effect size) one’s feeling of worthwhileness, enjoyment, and feeling good about one’s self.  We will do that by running a canonical correlation coefficient.


	Next we can use the canonical program to generate a discriminant.  The following is fake data with “dummy diagnosis” variable.  
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Or we can make the independent variable categorical (through the transformation to dummy variable) and it becomes comparable to MANOVA
 It results in a canonical correlation of  .883


In an eqs model the regression coefficient is .88.
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Canonical Correlations

Correlation | Bgenvalue | Wilks Statistic F Num D.F [ Denom D.F. Sig.
1 652 738 570 27.057 9.000 937.139 000
2 .090 .008 a9 889 4.000 772.000 470
3 032 .001 999 385 1.000 387.000 535

HO for Wilks test is that the comelations in the cumrent and following rows are zero

Set 1 Standardized Canonical
Correlation Coefficients

‘ariable 1 2 3

should -.486 878 420
produtiv -674 -.239 -863
amange -.105 -.792 804

Set 2 Standardized Canonical
Correlation Coefficients

‘ariable 1 2 3

worth -.585 -1.018 -545
fgood -.405 540 1.148
enjoy -.049 780 -.905

Set 1 Canonical Loadings

‘ariable 1 2 3

should -733 530 416
produtiv -.870 -.290 -.399
amange -.550 -.588 593

Set 2 Canonical Loadings

“ariable 1 2 3
worth -914 =33 -.236
fgood -.884 330 332

enjoy -.570 618 -.542
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Model Summary

Change Statistics
Adjusted R Std. Error of R Square Sig. F
Model R R Square Square the Estimate Change F Change dft df2 Change
1 5967 356 351 1.483 356 71.172 3 387 .000

a. Predictors: (Conant), arrange, should, produtiv

Coefficients® /—‘beta WEIghtS

Standardized
UnXandardized Coefficients | Coefficients Correlations Squared

Model X Std. Error Beta t Sig Zero-order | Partial W/
1 (Constant) 764 315 5.607 000 /

should 01 051 260| 5854 000 41 /{ 239 1+

produtiv 3 038 415 9.073 000 /{ 370

arrange 062\ 036 080 1.732 084 y 088 071
a. Dependent Variable: worth \ 174 057

355 . worth
~— .28 137 ——
36%
116

.005 &/

100 - 36 = 64%
should

arrange
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Canonical Correlations
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HO for Wilks testis thatthe correlations in the current and following rows are zero

Set 1 Standardized
Canonical
Correlation
Coefficients

Variable

1

should
produtiv
arrange

436
696
134

Set 1 Canonical

Loadings
Variable 1
should 01
produtiv .888
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