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Chapter 1 Introduction

 	This is a tutorial in clinical research with an emphasis on program evaluation (outcome evaluation).  The software to be utilized is the JASP statistical package.  This package has a complete set of statistics for the psychological researcher.  Further, there are many ways to accomplish any one task.  This manual is limited in its attempts to present all of the possibilities--the manuals that accompany the package are more complete.  The intent here is examine clinical research and JASP is presented as a tool.
This short chapter demonstrates:
Accessing the JASP Program
Defining a set of Variables
Entering data into the JASP system.
4.	Managing data.
5.	Computing a t-test using JASP.
6.	Identifying results in the JASP output.
7.	Interpreting the t-test results.
The following section contains an example that demonstrates the basic elements of using the JASP computer program.
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It is an example that you should work through in detail.  This section can also be used as reference for future start-ups.  For this example, the Self Assessment Scale on the next page is used in this example.  Ten questionnaires fictitiously completed scales with half of the “participants” being Human-Like and half of the “participants” being Animal-Like.








		                           Self Assessment Scale

    Name:________________________________       Group_________   Date_________ 
	Strongly                                                                                                                         Strongly
 Disagree                   Disagree                     Neutral                       Agree                       Agree

	    0                1                2                3                4                5                 6               7                8


Enter the number in the blank below that is the closest to how you have felt recently. 

IN THE PAST WEEK HOW OFTEN HAVE YOU ...        	

1.  _____ 	enjoyed your leisure hours (evenings, weekends, etc.)?
2.  _____ 	felt sad or depressed?					
3.  _____ 	felt like you've spent a worthwhile day?		
4.  _____ 	felt tense?						
5. _____ 	how satisfied have you been in general (with relationships, with finances, and family?)	
6. _____ 	how often did you get together with people outside of your home?	
7. _____ 	how much time did you spend with friends & family talking or doing things together?	
8. _____ 	how much conflict was there with the person(s) you live with?		
9. _____	Do you feel that you do a good job (whether self‑employed, housewife,  student, employee)?
10. _____	How much do you like your work (or studies)?



[bookmark: spss_data_editor]The fictitious data from that questionnaire has been entered into the JASP (excel – csv format) data editor and is as follows:
[image: ]
You could create the file yourself or download it from here:
Psy605q.com
[image: ]
When the window pops up click OK and the file will be in your download folder.

[bookmark: _Hlt15110540][bookmark: Accessing_the_SPSS_program]Accessing the JASP program. 
The following description assumes that you have downloaded and installed JASP and the icon below is on Destk Top of your computer.  The program is easily found, download and installed.  Start by typing JASP into your browser and chose the JASP downloadable file and follow the instructions.
[image: ]
Double click on the icon and the following screen appears:
[bookmark: creating_a_data_file]
[image: ]

There are a number of ways to create and enter data into the JASP system.  We are going to present one method and use it throughout the book.  We believe that this method gives the greatest flexibility and has the least training since many will have had experience with Excel.  Further, any data manipulations that exist in Excel can be used here.  Again an expanse of possibilities.  However, the data must be saved as a “.csv” file.  In addition any desired changes can be made in the CSV file.  We start with a simple data file as follows above in Excel format as follows:     
The following is a CSV in Excel with the above data:



Click on  [image: ] in the upper left hand corner of the screen and the following screen appears:

[image: ]


Click Open and the next screen appears:


[image: ]


Click on Computer for the next screen:

[image: ]


At this point a screen opens so that you can select the folder where you saved the cartoon.csv file.

[image: ]
The “cartoon.csv” file is the one shown above that has listed Mickey Mouse, Mad Hatter, Goofy and etc.
JASP is specific about the “level” of numeric variables.  For example, when using the t-test it requires that the grouping variable be either nominal or ordinal and that data to be analyzed be ratio.  These can be set in JASP but it is much easier to do in Excel before saving the data.  This procedure is as follows:
select the columns that you wish to use as data for any of the JASP runs.  And click the right button on your mouse and the following screen appears:
In Excel select the following columns (show with a grey background):


[image: ]
And click on Format Cells..
The following screen appears click Number.
[image: ]

Click on number and use the default of 2 decimal places.
Then Save the file.

[bookmark: running_an_analysis_by_clicks][bookmark: running_a_t_test_by_clicks]Running an Analysis By Selecting JASP Windows Options 

[image: ]

[image: ]

[image: ]

[image: ]

[image: ]
[image: ]

Click on group2 and then click on the delta symbol (circled) that will result in “group2” being transferred to the Grouping Variable:

[image: ]

[image: ]

Then click on the Worth variable and the delta symbol and that will result in Worth being transferred to the Variable window.

Select the analysis procedures as shown below:

[image: ]

Independent Samples T-Test
	Independent Samples T-Test 

	
	t 
	df 
	p 
	Cohen's d 

	worth 
	
	2.425 
	
	8 
	
	0.042 
	
	1.534 
	

	

	Note.  Student's t-test. 


 
Assumption Checks
	Test of Normality (Shapiro-Wilk) 

	  
	  
	W 
	p 

	worth 
	
	animal-like 
	
	0.881 
	
	0.314 
	

	  
	
	human-like 
	
	0.779 
	
	0.054 
	

	

	Note.  Significant results suggest a deviation from normality. 


 
	Test of Equality of Variances (Levene's) 

	  
	F 
	df 
	p 

	worth 
	
	0.873 
	
	1 
	
	0.378 
	

	


 
Descriptives
	Group Descriptives 

	  
	Group 
	N 
	Mean 
	SD 
	SE 

	worth 
	
	animal-like 
	
	5 
	
	5.800 
	
	0.837 
	
	0.374 
	

	  
	
	human-like 
	
	5 
	
	3.800 
	
	1.643 
	
	0.735 
	

	


 
Descriptives Plots
worth
[image: ]


The mean for animal cartoon characters is 5.80 while the mean for human cartoon characters is 3.80 on the question of “In the past week how often have you spent a worthwhile day?”  The animals appear to have higher ratings on the item than do humans.  Whether that difference is statistically different is answered in the next set of results.  There are two types of tests of significance in the output.  (1) Levin’s test for equality of variances does not test for the difference between means but tests for a difference between the variance of the two groups.  This is a test of one of the assumptions of the t-test (that of homogeniaty of variances that is that the variances are the same).  However, it has been shown that such inequality does not necessarily invalidate the results particularly if the procedure for inequality of variances is used.  Consequently, if the F-test for equality of variances is not significant then the standard procedure is used.  If the F-test for equality of variances is significant then the procedure for unequal variances is used.  The results of this data show that there is not a significant difference between the variances (the significance of F is .378 and therefore not significant) and the procedure for equal variances is indicated.  The 2-tailed test of significance is .042 and is significant because it is less than .05.
Assume that the results were obtained from the characters themselves and the following is a possible report of the data.  Part of the fictitious methods section might read something like the following:

	 



[bookmark: writeup1]Preparing writeups:

1. Why do the study?
2. Present the an hypothesis
Required Numbers (4 of them)
3. Report the results  - there should be at least 4 to 5 numbers (see next)
a. The value of the statistics used – t=2.54; f=4.27; r=.32; R=.45; or etc
b. The number of cases or participant n=60
c. The p value (sometimes indicating “greater then” or “less than”
d. Effect size
e. The degrees of freedom df=45  (in some cases degrees of freedom is omitted)
f. Other possibilities could be means and standard deviations 
4. Draw conclusions
a. Were the hypotheses supported by the data?
b. What does it mean – what are the implication?
Writeup for this study
In cartoons do animals or humans have more positive emotions?  It is hypothesized in this study that human cartoon characters have more positive emotions than animal cartoon characters.  The mean for the Animal Cartoon Characters was 5.80 while the mean for the Human Cartoon Characters was 3.80. The difference between the two means was statistically significant (t=2.42, df=8, p<.05, n=10).  The above hypotheses was supported and the results indicate that human cartoon characters have higher positive emotions than do animal cartoon characters.

It should be recognized that that does not include the Method Section and etc.
	





















Chapter 2  Enter data JASP

Prepare data in Excel or OpenOffice Spreadsheet
· This example is in Excel but would be similar in OpenOffice
[image: ]

Enter Data
[image: ]

[image: ]

[image: ]
This next step is import in maintaining contact between JASP and the excel file.

[image: ]
[image: ]
If you have saved the file both ways then they should look like this:


[image: ]

[image: ]

[image: ]

[image: ]

And here is your data ready to go.
[image: ]
Update a csv file.
Let’s suppose that you found that the dep variable was skewed and wanted to take a natural log function of it to see if that would remove the skewness.  
Now you can edit or make calculations in the file in the following manner:
Double click in any of the cells of the data and it will reopen the excel 
[image: ]
I doubled clicked in the 3rd cell of the column identified as anx (it could have been any cell) and the original excel opened.
[image: ]
[image: ]
Notice a new column is labeled depnlog.  The next column contains a function that will take the log function of the cell on the left.  That is, take the natural of the second cell in column d which is the dep variable.  Enter something like that and press return.
[image: ]
Notice that the number 1.792759 is in the cell that just contained the natural log function.  Now we want all of the cell in the denlog column to contain the natural log in the column.  Next select the E2 cell again and pre CTRL-C (that copies the cell).  Next select the remaining cells in column E (the depnlog column) and press CTRL-V and that copies 
[image: ]
Save the file while still in Excel.

And the get the saved file back into JASP by the following.  First click the triple blue horizontal lines.
[image: ]
 And then the following click.

[image: ]

This is how the data looks in JASP.
[image: ]
Subtest Scores
Combine 3 items into a positive emotion subtest.
[image: ]
[bookmark: subtestcreate]This file is slightly changed from the original file in chapter 1.  Cinderella did not fill in a response to worth and Odette did not fill in data for satisfied.  The purpose here is to show that the means for various subtests can be calculated when there is missing data.
Excel has an AVERAGE function but cannot be used in this situation because the AVERAGE function would treat the missing value as a zero.  The AGGREGATE function will give what is needed for this situation.  The beginning of the function is:  =AGGREGATE(1, 6, the number 1 in the first position tells the formula to create an average, and the 6 in the second position tells it to ignore cells with errors (in this instance missing values). There’s no math being applied with the numbers 1 and 6, they only serve as option switches.  The next numbers indicate what the researcher desires.  You could give it a range within a column for example: would result in A1, A2, and A3 being added together and divided by 3 – the mean or average.  However, this example demonstrates a different approach where the goal is to compute the mean across 3 different variables.  The goal is to create a subtest made up the 3 positive emotion variables of enjoy, worth and satisfaction.  The next three graphics show the process.
[image: ]
That command is copied and pasted into the remaining columns of the new variable labeld posEmo.
[image: ]
Notice the missing values have been ignored and not treated as zeros.  Odette’s result is .5 calculated by adding 0 and 1 and then dividing by 2.  Cinderella’s score is computed by adding 1 and 2 and dividing by 2 resulting in a subtest score of 1.5.

Selecting Cases
Sometimes you may want only part of the cases in a particular file.  For example, here is a file that contains a few 100 cases but you may want only those that are related to SESS 1 and 2.
[image: ]
 
Click on the black icon in the upper left (circlec).
[image: ]
From the pop up window click on SESS and it will appear in the selection window.
[image: ]
The drag the = sign into the selection box as shown.
[image: ]
And the type 1, 2



Chapter 3
The Five Prototypes

This is the "theoretical" chapter of the book.  While the first two chapters were technical and concrete (“Click on the JASP icon”) this chapter is abstract and intuitive.  You should relax and let the concepts come to you -- don't struggle with them.  If you don't "get it" just keep going.  At the same time when you get to the numerical examples it would be good to work them through because they will facilitate conceptual understanding.  This chapter is an outline of the general linear model which in turn is the bases of parametric statistics.
This chapter has three purposes: (1) to present concepts, (2) to be used as a reference and (3) to show relationships between various aspects of statistics.  Five prototypes are presented with the hope that they will be information collectors for the statistics contained in the remainder of the manual.  The prototypes are as follows:
Prototype 1	Counting and Measuring   
Prototype 2     Central Tendency
Prototype 3	Bigger Numbers get proportionately (geometrically) Bigger Results when Squared or Multiplied   
Prototype 4	Sums of Products of Similar Numbers Across Sets Get Bigger Results  
Prototype 5	Using a Ratio or Proportion to Compare Things   
Prototype 6	How well does the Model Fit the data? 
Click the one of the following for a summary of the 5 prototypes: 
[bookmark: prototype_1][bookmark: counting_and_measuring]Prototype # 1 Counting and Measuring    

Wundt asked people to make judgments about "psychophysical phenomenon" -- about weights for example, he would say, "Does this weigh more than this?" and point at two weights.  He was the first one to try to measure things of the mind.  Thurstone measured attitude and achievement.  In these examples there is some error in judgment on the part of the participant.  Some people are better at making judgments about weights than others.  The same is true for the “strength” of an attitude, emotion or achievement.  Psychological measurements (in fact all measurements once you try to deal with the real world) contain error and consequently our assessments and the mathematical models (statistics) must make provisions for such error.  Psychology is not at the level of measurement of other sciences.  For example, other sciences have “scopes”; telescopes, the microscopes, stethoscopes, and the sphygmomanometers.  The measurement of personality and intellectual attributes has been harder to come by--we have no scopes.
As a result of lack of precision in measurement the statistics that we use must consider this "error of measurement.”  Later in this chapter you will see that this is variously called "error variance", "residual" and "measurement error.” This problem of measuring the mind is seen by some as an impossibility of overcome.  Emmanuel Kant said it.  Popper restated it with fervor.



	The first prototype is that our assessment tools will contain error of measurement and our analytical methods must estimate the degree of error.

Prototype # 2  Central Tendency 

[bookmark: prototype_2]When measured (objects, ideas, attitudes, etc.) are randomly drawn from a population they will have a tendency to have a value in the middle of the range.  This concept (prototype) has a number of different names: Central Limit Theorem, Central Tendency of  Measurement, Central Tendency Theorem, or merely Central Tendency.  As the number of measurements gets larger they become normally distributed.  Is the size of the sample being assessed large enough to be normally distributed to meet the demands of the statistic being calculated?  See normal curve below.

[bookmark: big_numbers_bigger_when_multiplies]Prototype # 3  Bigger Numbers get proportionately (geometrically) Bigger Results when Squared or Multiplied   

The set of numbers in Box A shows that when you square numbers (multiply each number by itself) that the results get proportionately larger with larger numbers.  

	
Box A

	
Number
	
Number squared

	
1
	
1

	
2
	
4

	
3
	
9

	
4
	
16

	
5
	
25



The above graphic is an example of larger number numbers getting bigger faster.

Each number of the set (1 through 5) is squared resulting in the set 1, 4, 9, 16, and 25.  Notice the difference between the square of 1 and 2 (their squares are 1 and 4) is 3.  Whereas the difference between the squares of 4 and 5 (their squares are 16 and 25) is 9.  The important characteristic is the difference between the original numbers were the same (1) while the difference between their squares are 3 and 9 respectively.  The rate of change is proportionately larger for larger numbers.  That is, they get bigger quicker.  

This is the second prototype is that the results of squaring large numbers be disproportionately larger than squaring small numbers.

One more example might be helpful to solidify this second prototype.  Add 1 to 5 and you get 6; multiply 6 times 6 and the result is 36; the difference between 25 (5 X 5) and 36 (6 X 6) is 11.  So once again the "squared numbers get bigger, faster."  It will happen all the way to infinity.

[bookmark: prototype_3][bookmark: similar_crossproduct_products_bigger]Prototype # 4  Sums of Products of Similar Numbers Across Sets Get Bigger Results  

In Box B there are two sets of numbers (each a set of 1 through 5).  These can also be thought of as five pairs of numbers.  The 1 from the first and the 1 from the second set is the first pair, the 2 from the first set and the 2 from the second set make up the second pair, and so on.  The third set is the product (the number in set # 1 times the number in set # 2) of the pairs from the first two sets.  Each member of the pair is multiplied to obtain the product.  Since each member of the pair is identical calculating the product is the same as squaring a single set of numbers.


	
Box B

	

	
Set # 1
	
Set # 2
	
Product

	

	
1
	
1
	
1

	

	
2
	
2
	
4

	

	
3
	
3
	
9

	

	
4
	
4
	
16

	

	
5
	
5
	
25

	
Sum
	
15
	
15
	
55


  
In Box C the second set of numbers is reversed so that the number at the opposite ends of the range are multiplied.  The first pair is 1 and 5, and the last pair is 5 and 1.  The sum of the products results in the smallest possible number.  In Box B where the pairs were the most similar the result was the largest possible number and in Box C the pairs were the most different the smallest number resulted.  Multiplying pairs and summing the results tells us something about the arrangement.  You get the smallest result when you multiply the smallest and the largest with their opposite.  


	
Box C

	

	
Set # 1
	
Set # 2
	
Product

	

	
1
	
5
	
5

	

	
2
	
4
	
8

	

	
3
	
3
	
9

	

	
4
	
2
	
8

	

	
5
	
1
	
5

	
Sum
	
15
	
15
	
35






	In Box D the second set of numbers have been changed around a little bit so the summed products of pairs is somehwere in between the largest possibility and the smallest possibility.  That is, since the two smallest are together the next two biggest are together and so on.  That indicates that small numbers are multiplied by the small numbers in the other set and large numbers by large numbers most of the time but not always.  In Box D the sum of the products is in between the largest (pairs are most similar) and the smallest (pairs are most dissimilar).


When the similar pairs of numbers are drawn from a population the resulting summed product (sum of cross products) will be larger than when the pairs are dissimilar.  Small numbers multiplied by small numbers and large numbers multiplied by large numbers and summed will produce the largest result when compared to any other combination.  On the other hand if small numbers are multiplied by large numbers and middle range numbers multiplied by middle range numbers and summed the smallest number will result.  When the extremes are dissimilar and the mid-range similar the smallest product will result.










	
Box D

	

	
Set # 1
	
Set # 2
	
Product

	

	
1
	
5
	
5

	

	
2
	
2
	
4

	

	
3
	
3
	
9

	

	
4
	
4
	
16

	

	
5
	
1
	
5

	
Sum
	
15
	
15
	
39



[bookmark: prototypes_2_and_3]Extensions of prototypes #2 and #3

Intuitive understanding of how prototypes #2 and #3 indicate whether or not two sets of numbers are similar (related).  The principle underlying the combination of these two prototypes is that when two sets of numbers are paired together so that the numbers of each set are paired with their most similar size in the other set the resulting sum products will be larger than if they are not paired with their most similar size. The purpose is to get an intuitive grasp of this principle.  Only two sets of two numbers each are used.

This first example shows the most similar pairs together (the 2 goes with the other 2 and the 5 goes with the other 5).


X    2  =  4




5    X    5  =  25

                                   ____


                                     29


This next example shows the dissimilar pairs of  the 2 of the first set goes with the 5 of second set and the 5 of the first set goes with the 2 of the second set.



                 2   X   5  =  10


                 5   X   2  =  10

                                   ____

                                     20

Notice in the first set that in the 5  X   5 pair that there are 5 rows of 5—one more row of 5s than there are in all pairs of the second set where there are only 4 rows of 5s combined.  That is, when bigger numbers are multiplied together they produce even bigger results.  When the larger numbers are paired with larger numbers then the resulting products with be larger than if they were not paired together.  This occurs even when the two sets of numbers are on different scales (the numbers in each set do not need to be the same).  Two more sets of two numbers show the principle.

This example shows the smallest pair of the set together (2 and 6) and the largest pair of the set together (4 and 8).    


                2   X   6  =  12




                4   X   8  =  32

                                  ___

                                   44


The next example shows the smallest number of the first set paired with the largest number of the second set paired together (2 and 8) and the largest number of the first set paired with the smallest number of the second set (4 and 6).
                2   X   8  =  16
                4   X    6  =  24
                                   ___
                                     40

This example is not as dramatic as the first in showing the bigger result of big numbers but it still exists.  Notice in the first example in the larger pair (4 and 8) there are 4 rows of 8s compared to the second example where there are 4 rows of 6s (a loss of 8).  At the same time when the 2 is multiplied by the 8 there is only a gain of 4 over the 2 times the 6 in the first set.  The principle holds that when pairs numbers of similar size are multiplied of two sets the sum of the products will be larger than any other possible pairing. 

[bookmark: prototype_4][bookmark: comparison_using_a_ratio]Prototype # 5 Using a Proportion to Compare Things  

One more prototype is needed before a relationship can actually be assessed.  We know how big (or how much, or how far) something is by comparing it to something familiar.  For example, if we hear that someone weighs 250 pounds we think that's pretty big.  We know that because the average weight of a person is about 160 pounds.  But how much bigger is 250 than the average person.  We divide 160 into 250 and find that it is 1.5625 and think the 250 person is about 1 and half times bigger.  We might have done it the other way around and divided 250 in 160 and found that it was .64 and found that the average person is about 6/10ths or 64% the size of the large person (we get the 64% by multiplying 100 times .64).

In prototype # 4 we are going to compare prototype # 2 with prototype # 3 by the use of a proportion or ratio.  Are the squares (squaring each number and adding them up) bigger than the products (multiplying the number in one set times the number in the other set) of the two sets.  The degree to which the products are as large as the squares is the degree to which the two sets are related (this concept is key to understanding the general linear model).  If we compute a ratio between those two results (sum of products and sum of squares), it in fact will indicate the relationship between those two sets of numbers. 
 

Most statistics are concerned with a relationship between two or more sets of numbers.  Consequently, the concept of a relationship between two or more sets of numbers is central to the concept of statistics.  The prototypes that have been presented are all that is necessary for conceptual understanding but some added calculation are needed for a correlation, t-test or regression are known.  Before the relationship between two sets of numbers can be determined both sets need to have a range and "anchor" point.  The average or mean of the set is used for that anchor.  The steps that were carried out in the previous sets will be performed on set below using the differences from the mean.  The first set of numbers will be identified as X and the second set identified as Y.



	
Set A
	
Set B
	
Set C
	
Set D
	
Set E
	
Set F
	
Set G

	

	
X minus
the mean
	

	
Y minus the mean
	
little x squared
	
little y squared
	
little x times little y

	
X
	



(little x)
	
Y
	


 
(little y)
	
x2
	
y2
	
x x y

	
1
2
3
4
5
_
15
	
-2
-1
0
1
2
_
0
	
1
2
3
4
5
_
15
	
-2
-1
0
1
2
_
0
	
4
1
0
1
4
_
10
	
4
1
0
1
4
_
10
	
4
1
0
1
4
_
10

	



	

	



	

	

	

	







Set A and set C are the same sets we have been working with Set B is X minus the mean (X - 3) or x (little x) and Set D is Y minus the mean of Y (Y - 3) or y (little y).  Set E and Set F are the squares of little x and little y respectively.  Set G is the product of the little y times little y.


It should be noted that "larger numbers multiplied by themselves getting larger faster" applies to "absolute values" (disregarding the signs) in this case.  That can be seen where -2 times -2 is equal to 4, whereas -1 times -1 is 1.  Remember squaring a set of numbers and adding them together will result in the largest possible result for that set of numbers.  That is seen in little x squared and little y squared.  Consequently, multiplying x times y and adding those together will indicate something about the relationship between the two sets.  That can be done by comparing the result of (the sum of little x squared), (the sum of little y squared), and the  (sum of little x times little y-- or sum of the cross products).


[bookmark: correlation_described_formula]The formal method of making that comparison is called the Pearson Product-Moment Correlation Coefficient (because the product of the moments [deviations] of the X and Y values from their respective means).  The final correlation is accomplished by the forth prototype -- the ratio.  In this case the two squared sets need to be averaged since there are two of them and only one of the cross products.  If all problems were as simple as this one we could merely add 10 and 10 together and divide by 2 giving the result of 10.  However, these numbers will usually be different and simple arithmetic would not take into account "large numbers produce larger number" we must multiply the sum of x2 time the sum of y2 and then take the square root of that.  In this case the result is still 10.  The final step is to divide this result into the sum of little xy (x times y) that is divide (producing a ratio) 10 by 10 the result is 1.00 indicating a perfect correlation.  The formula that we have just worked out is:


Correlation Formula
That's about as complicated as it gets logically.  Compute some sort of "sum of squares" and divide that by some other set of "sum of squares".  That will indicate some sort of relationship between the two or more sets.



The divisor may not be quit intuitive yet.  Why do we multiply them and take the square root?  The top number (numerator)   is made of only one set of products -- x times y while the divisor (denominator) is made up of two sets of squares (x times x, and y times y).  Multiplying them combines them into the proper scale but they then need to be reduced back to a comparable size and the  value.  Taking the square root provides the proper reduction.

Changing the numbers in the previous problem will show the characteristics in another way.  In the numbers below the 2 and the 3 have been changed in the Y set of numbers.  That should change the relationship between the two sets.



	
Set A
	
Set B
	
Set C
	
Set D
	
Set E
	
Set F
	
Set G

	

	
X minus
the mean
	

	
Y minus the mean
	
little x squared
	
little y squared
	
little x times little y

	
X
	



(little x)
	
Y
	


 
(little y)
	
x2
	
y2
	
x x y

	
1
2
3
4
5
_
15
	
-2
-1
0
1
2
_
0
	
1
3
2
4
5
_
15
	
-2
0
-1
1
2
_
0
	
4
1
0
1
4
_
10
	
4
0
1
1
4
_
10
	
4
0
0
1
4
_
9

	



	

	



	

	

	

	





Notice that the only changes made in the sums was the sum of xy.  It has changed to 9 rather than 10.  That will result in a lower correlation.




Another example is needed to get to a real world example.  In this example the scale of the Y variable is changed while the correlation remains the same.  A constant of 6 has been added to each of the numbers of the Y variable.




	
Set A
	
Set B
	
Set C
	
Set D
	
Set E
	
Set F
	
Set G

	

	
X minus
the mean
	

	
Y minus the mean
	
little x squared
	
little y squared
	
little x times little y

	
X
	



(little x)
	
Y
	


 
(little y)
	
x2
	
y2
	
x x y

	
1
2
3
4
5
_
15
	
-2
-1
0
1
2
_
0
	
7
9
8
10
11
_
45
	
-2
0
-1
1
2
_
0
	
4
1
0
1
4
_
10
	
4
0
1
1
4
_
10
	
4
0
0
1
4
_
9

	



	

	



	

	

	

	






Notice that this change does not make a difference in the correlation itself.  The only change is in the sum of Y and consequently, the mean of Y.



	
Set A
	
Set B
	
Set C
	
Set D
	
Set E
	
Set F
	
Set G

	

	
X minus
the mean
	

	
Y minus the mean
	
little x squared
	
little y squared
	
little x times little y

	
X
	



(little x)
	
Y
	


 
(little y)
	
x2
	
y2
	
x x y

	
1
2
3
4
5
_
15
	
-2
-1
0
1
2
_
0
	
5
4
3
2
1
_
15
	
2
1
0
-1
-2
_
0
	
4
1
0
1
4
_
10
	
4
1
0
1
4
_
10
	
-4
-1
0
-1
-4
_
-10

	



	

	



	

	

	

	




Even though the change does not make a difference in the correlation it will make a difference in prototype # 5.

The following set of numbers shows a negative relationship.  Consequently, it also demonstrates what happens when dissimilar pairs of numbers are multiplied.



Even though the change does not make a difference in the correlation it will make a difference in prototype # 5.

The following set of numbers shows a negative relationship.  Consequently, it also demonstrates what happens when dissimilar pairs of numbers are multiplied.

Notice how all of the absolute results all remain the same as the above example of the perfect correlation.  However, the signs changes in the sum of xy.  Consequently, you can see that it will now be a perfect negative correlation.

Set A

Set B

Set C

Set D

Set E

Set F

Set G



X minus
the mean



Y minus the mean

little x squared

little y squared

little x times little y

X




(little x)

Y



 
(little y)

x2

y2

x x y

1
2
3
4
5
_
15

-2
-1
0
1
2
_
0

5
4
3
2
1
_
15

2
1
0
-1
-2
_
0

4
1
0
1
4
_
10

4
1
0
1
4
_
10

-4
-1
0
-1
-4
_
-10






















[bookmark: prototype_5][bookmark: fit_of_data_to_regression_line]    Prototype # 6 How well does the Model Fit the data? 

The basic idea of this concept is to make a prediction about the data (or anything in fact that can be turned into data).  You will see later how model or fit can be applied to this concept.  It is the prediction compared to the actual obtained scores.  The mean can be used as a prediction.  For example, you might be asked to guess how much Fred weighs.  If that is all the information you have your best guess would be the average weight of men.  One the other hand if you also knew how tall Fred was then your guess could be much improved.  Such improvement is the focus of this section.  The prototype will be the regression line.  It is the basis of the general linear model.

To make this prediction we need a straight line that passes closest to all of the points.  In Box G it is easy to find a line that would pass closest to all of the points.  In fact the line can pass through all the points.








In Box H it is not as clear where to draw a line that would pass through all of the points.


 
Box I is similar in that one does not quite know where to draw a line that will be the closest to all of the points in the box.





One way to make the assessment would be to measure the distance from each point and add up those distances and then draw a new line a make the measurements again and repeat the procedure until one found the line that would result in the shortest measures.  There is a mathematical way to find the solution called the method of least squares.  The points of pairs of numbers can be plotted by having one set of measures plotted vertically (y axis) and one set of numbers plotted horizontally (x axis).  Two numbers are needed to identify where the line should be drawn: (1) the slope of the line and (2) where to begin the line.
[bookmark: slope_of_regression_line]The slope of the line (for predicting y when x is known) is determined as:



       
The slope of the line for predicting x when y is known the formula is:

       
The convention in statistics is that x variables are predictors and y variables are the criterion or predicted variables, we will use that convention.

The second characteristic that is needed is where to start or the intercept of y when x is 0.  Or what is the value of y when x is 0.  It is the mean of y minus the slope times the mean of x.  The formula is:



[bookmark: constant_regression]constant=
Using the results of these two formulae we can now plot the regression line.  In order to keep use connected to the task of learning to use the computer and JASP the graph is generated from the JASP package.  The following set of data will be used in this example (you have seen it before).

	
Set A
	
Set B
	
Set C
	
Set D
	
Set E
	
Set F
	
Set G

	

	
X minus
the mean
	

	
Y minus the mean
	
little x squared
	
little y squared
	
little x times little y

	
X
	



(little x)
	
Y
	


 
(little y)
	
x2
	
y2
	
x x y

	
1
2
3
4
5
_
15
	
-2
-1
0
1
2
_
0
	
1
2
3
5
4
_
15
	
-2
-1
0
2
1
_
0
	
4
1
0
1
4
_
10
	
4
1
0
4
1
_
10
	
4
1
0
2
2
_
9

	



	

	



	

	

	

	





The computation for the slope is:

          

The computation for the intercept (constant) is:


constant== 3 - (.9 X 3) = .3
[bookmark: scatterplot]This regression can now be plotted as a regression that is the line that comes closest to the points of the scatterplot.  The JASP program will plot everything but the regression as seen in the following Figure.  The following syntax file will produce a plot that will include everything but the regression --that has been drawn in for ourt purposes.

Plots of the data might be helpful in representing Prototype # 5.  You can get those in a crude from the JASP program (not that JASP is crude).  The following is a syntax file that will generate the plot needed:
[image: http://statutor.org/c2/prototype5/IMAG008.JPG]
The next plot is the same plot that contains further explanation of the data points. 

The next plot has been further modified to show the regression line as computed above. The regression line was drawn by starting at .3 on the Y axis when X was equal to 0 and incrementing .9 on the Y axis for each increment of 1 on the X axis. The formula use to generate the regression line was:

Y' = Y primed = a + (b times X). 


The next plot is the same plot that contains further explanation of the data points.
Figure # 2.  

The next plot has been further modified to show the regression line as computed above.  The regression line was drawn by starting at .3 on the Y axis when X was equal to 0 and incrementing .9 on the Y axis for each increment of 1 on the X axis.  The formula use to generate the regression line was:

           Y' = Y primed = a + (bX).   [Y primed]


Figure # 3.  Scatterplot with regression line.

The model is obtain in the following manner:  (1) find a straight which passes closest to all of the points of the variables when they are plotted on the x and y axis.  (2) Use this line to predict y scores from the x scores.  (3) The difference between the predicted score and the actual score is the error.  (4) Square each error score and sum the squares.  (5) Compare the sum of squares error to the total sum of squares.  The comparison will result in relationship of the variables or the fit.  There are no new computations here -- it has all been done in the above example.  Only the concept is added.  The correlation itself indicates the fit.  This is another way to conceptualize the relationship.  It becomes useful in the conceptualization of complex multivariate statistics.

This sum of the differences (lines drawn from the regression line to the observed values) is the error in prediction: the degree to which the model does not fit the data.  The error variance is actually the sums of the squares of the length of these lines.

The regression line is the line that will come closest to all of the observed values.  If the lines drawn from the regression line to the observed values were added together is would be the smallest of the values for another possible line that could be drawn through the observed values.  This graph represents Prototype # 5.  The regression line is the prediction (or model) and the lines from the regression line to the actual data points is the error in prediction.  This represents the fit of the model to the data.   
[image: ]

Figure # 4. Distances from the regression line.

The program regression presents the above concepts visually. 


[bookmark: prototypes_all_using]VI.  Using the Five Prototypes

That completes the 5 prototypes needed to understand most statistics, now we can add operations to them.  Three different "sums of squares" (Prototypes #2 and #3) need to be understood and compared (using Prototype # 4).  Particularly, "sums of squares total" (SST), "sums of squares between" (or sometimes called sums of squares regression) - (SSB or SSR), and "sums of squares error" (SSE).  SSE was presented in the last Figure.  Further it will be useful to then present three sums of squares by three different method (1) numerically, (2) geometrically, (3) as formulae, and finally (4) and Venn diagrams.  You should recognize that these are four ways of presenting the same thing.

The three sums of squares (SST, SSB, and SSE) are the basis of the "general linear model."  Creative distribution of the "sums of squares regression" among the variable can be used to assess many different hypotheses or models.  
In each case (numerically, geometrically, formulae, and Venn diagramically) the above example will include SST, SSB (SSR), and SSE.  At the same time I will "show my work" so that information needed for each calculation needed will also be given.
A.  The numbers

	
1
	C 1
	C 2
	C 3
	C 4
	C  5
	C 6
	C 7
	C 8
	C 9
	C 10
	C 11
	C 12

	
2
	



	



	



	



	



	



	



	



	



	



	

	


	
3
	

	

	
C2*C2
	

	

	
C5*C5
	
C2*C5
	

	
C4-C8
	

	

	


	
4
	

	


	



	

	



	



	



	



	



	



	



	




	
5
	
actual score
	
deviation score
	
deviation squared
	
actual score
	
deviation score
	
deviation squared
	
cross product
	
predicted score
	
error
actual minus predicted
	
error squared
	

	


	
6
	
observed score
	
little x
	
little x squared
	
observed score
	
little y
	
little y squared
	

	
Y primed
	
residual score
	

	

	


	
7
	
raw score
	
X minus the mean
	
little x times little x
	
raw score
	
Y minus the mean
	
little y times little y
	
little x times little y
	
Y predicted from X
	
error in prediction
	

	
Y primed minus the mean of Y
	


	
8
9
10
11
12
	
1
2
3
4
5

	
-2
-1
0
1
2
	
4
1
0
1
4
	
1
2
3
5
4
	
-2
-1
0
2
1
	
4
1
0
4
1
	
4
1
0
2
2
	
1.2
2.1
3.0
3.9
4.8
	
-.2
-.1
0
1.1
-.8
	
.04
.01
.00
1.21
.64
	
-1.8
-.9
.0
.9
1.8
	
3.24
.81
0
.81
3.24

	
13
	
15
	
0
	
10
	
15
	
0
	
10
	
9
	
15.0
	
0.0
	
1.90
	
0
	
8.10

	
14
	
3
	

	

	
3
	

	

	

	

	

	

	

	


	
15
	
mean of X
	

	
Sum of little x Squared
	
mean of Y
	

	
sum of little y squared
	
sum of cross products
	

	

	
error sum of squares
	

	
between sum of squares

	16
	
	
	
	
	
	SST
	
	
	
	SSE
	
	SSB



Table 2-3.  Rows 1 through 7 are either mathematical notation or verbal description of mathematical calculations of the numbers in the column.  Rows 8 through 12 are associated numbers involved the calculation.  Row 13 is the sum of the numbers in the column while row 14 is the mean for the column.  Row 15 is the usual verbal description of the sum in the column and row 16 is an abbreviation of that description.
                                                                               
B. Geometrically.

    The geometric presentation of the model was started with Figure # 1 in the discussion of the prototypes but it was not completed (although the prototypes were completed).  The "error sum of squares" was presented in Figure # 4; the "total sum of squares", and "between sum of squares" are presented in the next two figures.


[image: ]

Figure # 5. Distences from the mean -- total sum of squares (same as little y squared).

[image: ]
  
Figure # 6.                                X

This section now gives the formulae and their names for a lot that is statistical.  Think of it as learning a new vocabulary (not a set of formulas).  Its a way of talking.  You may use either the name or the formula.  It will get you a long way.  Only the standard deviation will be new from you have already covered.

These formulae will cover the essence of all of the statistics covered in this manual -- that is they will work of the intuitive genotype if not the actual statistic.  The general linear model can be understood using this set.  The statistics it will help you to understand are correlation, anova, (t-test), regression, multiple regression, manova, factor analysis, discriminant function, canonical analysis, and structural equation modeling.

We will next follow through with the above example so that you have a concrete reference to come back to.  The are few numbers so that you can work in through easily.








































































































actual score

deviation score

deviation squared

actual score

deviation score

deviation squared

cross product

predicted score

error
actual minus predicted

error squared





observed score

little x

little x squared

observed score

little y

little y squared



Y primed

residual score









X minus the mean

little x times little x



Y minus the mean

little y times little y

little x times little y

Y predicted from X

error in prediction



Y primed minus the mean of Y



1
2
3
4
5


-2
-1
0
1
2

4
1
0
1
4

1
2
3
5
4

-2
-1
0
2
1

4
1
0
4
1

4
1
0
2
2

1.2
2.1
3.0
3.9
4.8

-.2
-.1
0
1.1
-.8

.04
.01
.00
1.21
.64

-1.8
-.9
.0
.9
1.8

3.24
.81
0
.81
3.24

15

0

10

15

0

10

9

15

0

1.9

0

8.1

3





3





















All values of the formulas above are represented in this example.  There are five observations of X (Raw Score X); therefore N = 5.  Incidentally, there are also five observations of Y.  The values of X are 1, 2, 3, 4, and 5.  The sum of X is 15.  Fifteen divided by 5 is 3 (sum of X divided by N) resulting in the mean of X -- ditto for Y.  

   	
	
#
	
Description
	
Label
	
Symbol
	
Notation
	
Full Notation or Formula
	
Individual Case Values

	
1
	
Observation of the variable specified by "i" case number and the "j" group or variable
	
observation
	

	



	



	
1, 2, 3, 4, 5

	
2
	
Number of observations in each (jth) group (set)
	
number of cases
	

	



	



	
5

	
3
	
[bookmark: _Hlt466365449]Sum of X for each (jth) groujp or set
	
Sum of X, Total, Sum
	

	



	



	
15

	
[bookmark: formula_mean]4
	
Mean for each (jth) group or set
	
Average, Mean
	



	



	



	
3

	
[bookmark: formula_deviation_score]5
	
Deviation Score (X minus the mean)
	
Little x, deviation score
	



	



	



	
-2, -1, 0, 1, 2

	
9
	
Sum of little x
	

	

	



	



	
0

	
10
	
Sum of little x squared
	
Sum of Squares
	
SS
	



	



	
4+1+0+1+4=10

	
[bookmark: formula_population_variance]11
	
Population variance of each (jth) group or set
	
Population variance
	

	



	



	
10
--- = 2
5

	
[bookmark: formula_variance_sample]12
	
Sample variance of each (jth) group or set
	
Sample variance
	

	



	



	




	
[bookmark: formula_SD_population]13
	
Population standard deviation for each (jth) group or set
	
Popultaion standard deviation
	



	



	



	




	
14
	
Sample standard deviation for each (jth) group or set
	
Sample standard deviation
	
SD
	



	



	




	
15
	
z-score for each (ijth) observation
	
z-score
	
z
	



	

	



                         

                                        
  
	
#
	
Description
	
Label
	
Symbol
	
Notation
	
Full Notation or Formula
	
Individual Case Values

	
1
	
Observation of the variable specified by "i" case number and the "j" group or variable
	
observation
	

	



	



	
1, 2, 3, 4, 5

	
2
	
Number of observations in each (jth) group (set)
	
number of cases
	

	



	



	
5

	
3
	
Sum of Y for each (jth) groujp or set
	
Sum of Y, Total, Sum
	

	



	



	
15

	
4
	
Mean for each (jth) group or set
	
Average, Mean
	



	



	



	
3

	
5
	
Deviation Score (Y minus the mean)
	
Little y, deviation score
	



	



	



	
-2, -1, 0, 2, 1

	
9
	
Sum of little y
	

	

	



	



	
0

	
10
	
Sum of little y squared
	
Sum of Squares
	
SS
	



	



	
4+1+0+4+1=10

	
11
	
Population variance of each (jth) group or set
	
Population variance
	

	



	



	
10
--- = 2
5

	
12
	
Sample variance of each (jth) group or set
	
Sample variance
	

	



	



	




	
13
	
Population standard deviation for each (jth) group or set
	
Popultaion standard deviation
	



	



	



	




	
14
	
Sample standard deviation for each (jth) group or set
	
Sample standard deviation
	
SD
	



	



	




	
15
	
z-score for each (ijth) observation
	
z-score
	
z
	



	

	


	
31
	
Cross products for two groups (sets) of scores
	
Cross Products
	

	



	

	


	
[bookmark: formula_covariance]32
	
Covariance
	
Covariance
	

	



	

	
9
-- = 1.8
5

	
[bookmark: formula_slope_regressionline][bookmark: formula_beta]33
	
Slope of the regression line
	
slope, b, beta
	
b
	



	

	
9
--- = .9
10

	
[bookmark: formula_constant_regression]34
	
The value of Y at point where X is zero (0)
	
Constant, a, intercept
	
a
	



	



	
3 - (.9 * 3)=.3

	
[bookmark: formula_yprimed]35
	
Y predicted from X
	
Y hat, Y primed, Y'
	


                                
	



	

	
case 1=.3+(.9*1)=1.2
2=.3+(.9*2)=2.1
3=.3+(.9*3)=3.0
4=.3+(.9*4)=3.9
5=.3+(.9*5)=4.8

	
[bookmark: formula_SSR_SSB]36
	
Regression sum of squares
	
sum of squares, between sum of squares
	
SSR, SSB
	



	
[image: ]
	
9 * 9
------ = 8.1
  10

	
[bookmark: formula_SSE_SSW]37
	
Residual sum of squres
	
Error, witin sum of squares
	
SSE
SSW
	
SST - SSR
SST - SSB
	



	
.04+.01+0+1.21+
.64=1.9

	
[bookmark: formula_SST]38
	
Total sum of squares
	
Total sum of squares
	
SST
	



	

	
4+1+0+4+1=10

	
[bookmark: formula_r]39
	
Pearson correlation coefficient
	
correlation
	
r
	





	

	






	
	
Analysis of Variance
	ANOVA
	
F
	
SSB/(SSW/df)
(only applies when groups=2)
	
t2 = DF*R2 / (1 - R2) 


	

	




	
t-test
	t-test
	
t
	

[image: ]
	
f=t2
	



IMPORTANT






For purposes of intuitive understanding the following concepts are important:, , , , , b (beta), a (constant) and Y’ (Y primed).  These are all you need to understand the majority of statistics in this book.  Get those and you got it.  It should be remembered that they may be understood in terms of the five prototypes.




Chapter 4 General Linear Model

Description of two analyses
There are two analyses presented in this chapter -- the formulae and computations are the same as the analysis in chapter 3.  More data has been added to make it a more realistic problem.  The second analysis is designed to show the similarity between analysis of regression and analysis of variance.
This chapter builds on chapter 3 and if there are points that you don't understand because of complexity of numbers it might be useful to refer to the more simplified set in chapter 3.  A correlation between continuous variables is presented as the first example then a correlation between a continuous variable and a dichotomous variable will be presented.  The similarities between this correlation and an analysis of variance will be shown.
The sample data was selected from a larger set that was administered to 5 different groups including psychiatric inpatients and professional staff that worked with psychiatric inpatients.  The questionnaire follows on the next page.

















Psychosocial  Assessment Scale	[image: ]


     
The problems throughout this chapter use sample data from the above questionnaire.  It should be recognized that is selected data -- that is incomplete and selected for the purpose of this example.  At the same time is does represent results from a larger study.  It is somewhat exaggerated here in that the two samples are: (1) patients at the time of admission to an inpatient hospital and (2) professional staff members.  The data is randomly selected from those groups excluding subjects who had missing data.  Only 20 cases were selected (10 from each group) so that the mathematical calculations can be followed.


Table showing variable names and data.
	
group
	
leisur
	
fear
	
depres
	
feelg
	
angry
	
confus
	
worth
	
tense
	
useles
	
satisf
	
outsid
	
bills
	
talkto
	
conflt
	
alcdrg
	
supprt
	
employ
	
goodj
	
likew
	
inway
	
money
	
health
	
distres
	
qualit
	
relate
	
job
	
abuse
	
slcar

	
1
	
6
	
1
	
0
	
6
	
1
	
0
	
6
	
1
	
1
	
7
	
7
	
5
	
7
	
2
	
6
	
6
	
8
	
7
	
6
	
0
	
6
	
8
	
7.33
	
6.25
	
6.5
	
7.25
	
2
	
5

	
1
	
6
	
2
	
4
	
4
	
2
	
1
	
4
	
4
	
0
	
7
	
1
	
7
	
7
	
1
	
0
	
4
	
8
	
6
	
7
	
2
	
8
	
5
	
5.83
	
5.25
	
4.75
	
6.75
	
8
	
7

	
1
	
7
	
1
	
1
	
0
	
0
	
2
	
2
	
2
	
0
	
7
	
4
	
6
	
6
	
0
	
2
	
7
	
8
	
8
	
8
	
0
	
7
	
7
	
7
	
4
	
6.25
	
8
	
6
	
6

	
1
	
8
	
0
	
1
	
7
	
1
	
1
	
8
	
0
	
0
	
8
	
4
	
8
	
8
	
0
	
2
	
8
	
8
	
8
	
8
	
0
	
8
	
8
	
7.5
	
7.75
	
7
	
8
	
6
	
8

	
1
	
6
	
0
	
0
	
5
	
0
	
0
	
5
	
1
	
3
	
7
	
8
	
8
	
5
	
0
	
1
	
8
	
8
	
7
	
7
	
1
	
8
	
7
	
7.33
	
5.75
	
7.25
	
7.25
	
7
	
8

	
1
	
5
	
0
	
0
	
6
	
2
	
1
	
6
	
2
	
1
	
5
	
4
	
8
	
4
	
5
	
4
	
3
	
8
	
7
	
0
	
0
	
8
	
6
	
7
	
5.5
	
3.5
	
5.75
	
4
	
8

	
1
	
4
	
1
	
4
	
4
	
4
	
0
	
4
	
4
	
2
	
6
	
2
	
8
	
4
	
0
	
1
	
6
	
8
	
8
	
7
	
1
	
8
	
4
	
5.5
	
4.5
	
5
	
7.5
	
7
	
8

	
1
	
8
	
1
	
1
	
6
	
4
	
0
	
8
	
1
	
1
	
7
	
3
	
8
	
4
	
1
	
2
	
7
	
8
	
7
	
7
	
0
	
8
	
8
	
6.67
	
7.25
	
5.25
	
7.5
	
6
	
8

	
1
	
6
	
2
	
2
	
7
	
2
	
0
	
7
	
2
	
0
	
7
	
5
	
8
	
6
	
3
	
2
	
7
	
8
	
7
	
7
	
0
	
7
	
8
	
6.67
	
6.75
	
5.75
	
7.5
	
6
	
8

	
1
	
6
	
2
	
4
	
4
	
2
	
2
	
5
	
3
	
0
	
3
	
8
	
1
	
4
	
1
	
0
	
4
	
8
	
5
	
6
	
3
	
8
	
2
	
5.83
	
4.5
	
5.75
	
6
	
8
	
1

	
2
	
4
	
6
	
6
	
4
	
5
	
7
	
2
	
6
	
4
	
5
	
2
	
5
	
4
	
4
	
0
	
1
	
1
	
3
	
3
	
8
	
4
	
6
	
2.33
	
3.75
	
2.75
	
1.75
	
8
	
5

	
2
	
1
	
8
	
8
	
1
	
8
	
6
	
2
	
8
	
8
	
2
	
1
	
0
	
1
	
5
	
0
	
1
	
0
	
0
	
1
	
4
	
0
	
1
	
0.33
	
1.5
	
1.5
	
1.25
	
8
	
0

	
2
	
5
	
1
	
4
	
7
	
6
	
8
	
6
	
2
	
4
	
2
	
0
	
8
	
3
	
0
	
3
	
4
	
0
	
4
	
5
	
6
	
0
	
3
	
3.83
	
5
	
3.75
	
2.75
	
5
	
8

	
2
	
0
	
8
	
8
	
0
	
8
	
8
	
0
	
8
	
6
	
0
	
1
	
4
	
2
	
8
	
0
	
2
	
8
	
8
	
4
	
2
	
8
	
4
	
0.33
	
0
	
1.25
	
6.5
	
8
	
4

	
2
	
1
	
7
	
7
	
2
	
5
	
6
	
0
	
5
	
5
	
2
	
2
	
2
	
2
	
0
	
8
	
3
	
0
	
2
	
4
	
3
	
4
	
4
	
2.17
	
1.25
	
3.75
	
2.75
	
0
	
2

	
2
	
5
	
1
	
0
	
1
	
1
	
0
	
1
	
0
	
0
	
1
	
1
	
1
	
2
	
2
	
2
	
2
	
1
	
1
	
1
	
1
	
1
	
1
	
7.67
	
2
	
2.75
	
2.5
	
6
	
1

	
2
	
3
	
3
	
3
	
3
	
2
	
3
	
2
	
3
	
3
	
4
	
3
	
2
	
5
	
2
	
7
	
6
	
0
	
4
	
3
	
3
	
6
	
4
	
5.17
	
3
	
5
	
3
	
1
	
2

	
2
	
3
	
6
	
6
	
2
	
2
	
4
	
3
	
3
	
4
	
5
	
5
	
8
	
6
	
1
	
0
	
7
	
5
	
7
	
5
	
1
	
1
	
4
	
3.83
	
3.25
	
6.25
	
6
	
8
	
8

	
2
	
4
	
5
	
6
	
4
	
6
	
6
	
3
	
5
	
5
	
5
	
5
	
3
	
5
	
1
	
2
	
4
	
2
	
5
	
6
	
7
	
8
	
6
	
2.5
	
4
	
5.25
	
3.5
	
6
	
3

	
2
	
1
	
4
	
4
	
0
	
4
	
8
	
0
	
8
	
8
	
0
	
8
	
0
	
0
	
8
	
8
	
4
	
0
	
0
	
0
	
8
	
0
	
0
	
2
	
0
	
3
	
0
	
0
	
0



This example deals with only items # 3 and # 8 of the questionnaire.  Those questions were "In the past week how often have you felt sad or depressed?" and "In the past week how often have you felt tense?" and are labeled as DEPRES and TENSE respectively.  A discussion of the correlation between responses to these two items (items 3 and 8 on the questionnaire) follows.

The two variables of depression and tense.
      Participant          DEPRES # 3        TENSE # 8       
                                                       
         1                     0                  1          
         2                     4                  4          
         3                     1                  2          
         4                     1                  0          
         5                     0                  1          
         6                     0                  2          
         7                     4                  4          
         8                     1                  1          
         9                     2                  2          
        10                     4                  3          
        11                     6                  6          
        12                     8                  8          
        13                     4                  2          
        14                     8                  8          
        15                     7                  5          
        16                     0                  0          
        17                     3                  3          
        18                     6                  3          
        19                     6                  5          
        20                     4                  8          
                                                    
We will now present this data in the same way as the more limited data was presented in chapter 2.  So that all of the formulae are the same as those presented in chapter 2 you're not learning a new set.  This is a more alive example and goes through the same process as in the previous chapter.  The variable TENSE is labeled as the X variable (predictor or independent variable) and DEPRES as the Y variable (criterion or dependent variable).  First the data will be presented and the SPSS jobstreams to compute it will be given.
Table showing calculations and formulas.
	

	
C1
	
C2
	
C3
	
C4
	
C5
	
C6
	
C7
	
C8
	
C9
	
C10
	
C11
	
C12

	
A
	


	


	


	


	


	


	


	


	


	


	

	


	
B
	

	X
	


	

	



	


	


	


	


	



	



	




	
C
	
actual score
	
deviation score
	
deviation squared
	
actual score
	
deviation score
	
deviation squared
	
cross product
	
predicted score
	
error:
actual minus predicted
	
error squared
or
within
squared
	
Y primed minus the mean of Y
	
Y primed minus the mean of Y squared

	
D
	
observed score
	
little x
	
little x squared
	
observed score
	
little y
	
little y squared
	

	
Y primed
	
residual score
	

	

	


	
E
	
raw score
TENSE
	
X minus the mean
	
little x times little x
	
raw score
DEPRES
	
Y minus the mean
	
little y times little y
	
little x times little y
	
Y predicted from X
	
error in prediction
	

	

	


	
F
      predictor variable (X)
       independent varialbe (IV)
	
criterion variable (Y)
dependent variable (DV)
	

	

	    

	

	

	


	 

	
1
4
2
0
1
2
4
1
2
3
6
8
2
8
5
0
3
3
5
8
	
-2.40
  .60
-1.40
-3.40
-2.40
-1.40
  .60
-2.40
-1.40
 ‑.40
 2.60
 4.60
-1.40
 4.60
 1.60
-3.40
 ‑.40
 ‑.40
 1.60
 4.60
	
 5.7600
  .3600
 1.9600
11.5600
 5.7600
 1.9600
  .3600
 5.7600
 1.9600
  .1600
 6.7600
21.1600
 1.9600
21.1600
 2.5600
11.5600
  .1600
  .1600
 2.5600
21.1600
	
0
4
1
1
0
0
4
1
2
4
6
8
4
8
7
0
3
6
6
4
	
-3.45
  .55
-2.45
-2.45
-3.45
-3.45
  .55
-2.45
-1.45
  .55
 2.55
 4.55
  .55
 4.55
 3.55
-3.45
 ‑.45
 2.55
 2.55
  .55
	
11.9025
  .3025
 6.0025
 6.0025
11.9025
11.9025
  .3025
 6.0025
 2.1025
  .3025
 6.5025
20.7025
  .3025
20.7025
12.6025
11.9025
  .2025
 6.5025
 6.5025
  .3025
	
 8.28
  .33
 3.43
 8.33
 8.28
 4.83
  .33
 5.88
 2.03
 ‑.22
 6.63
20.93
 ‑.77
20.93
 5.68
11.73
  .18
‑1.02
 4.08
 2.53
	
1.2884
3.9904
2.1891
 .3878
1.2884
2.1891
3.9904
1.2884
2.1891
3.0897
5.7916
7.5929
2.1891
7.5929
4.8910
 .3878
3.0897
3.0897
4.8910
7.5929
	
‑1.2884
  .0096
‑1.1891
  .6122
‑1.2884
‑2.1891
  .0096
 ‑.2884
 ‑.1891
  .9103
  .2084
  .4071
 1.8109
  .4071
 2.1090
 ‑.3878
 ‑.0897
 2.9103
 1.1090
‑3.5929
	
 1.6601
  .0001
 1.4139
  .3748
 1.6601
 4.7921
  .0001
  .0832
  .0358
  .8286
  .0434
  .1657
 3.2794
  .1657
 4.4479
  .1504
  .0080
 8.4697
 1.2299
12.9091
	
‑2.1616
  .5404
‑1.2609
‑3.0622
‑2.1616
‑1.2609
  .5404
‑2.1616
‑1.2609
 ‑.3603
 2.3416
 4.1429
‑1.2609
 4.1429
 1.4410
‑3.0622
 ‑.3603
 ‑.3603
 1.4410
 4.1429
	
 4.6723
  .2920
 1.5899
 9.3771
 4.6723
 1.5899
  .2920
 4.6723
 1.5899
  .1298
 5.4833
17.1638
 1.5899
17.1638
 2.0765
 9.3771
  .1298
  .1298
 2.0765
17.1638

	
G
	
68
	
0
	
124.80
	
69
	
0
	
142.95
	
112.40
	
68.999
	
.0005
	
41.718
	
0
	
101.23

	
H
	
3.40
	

	

Sum of x Squared
	
3.45
	

	

sum of y squared
	

sum of cross products
	

	

	

error sum of squares
	

	
between or regression sum of squares

	
I
	
mean of X
	

	
	
mean of Y
	

	
	
	

	

	
	

	

	
J
	

	

	

	

	

	
SST
	

	

	

	
SSE
	

	
SSB
SSR



Table 2‑3.  Rows A through F are either mathematical notation or verbal description of mathematical calculations of the numbers in the column.  Unlabeled 20 rows are associated numbers involved the calculation.  Row G is the sum of the numbers in the column while row H is the mean for the column.  Row I is the usual verbal description of the sum in the column and row J is an abbreviation of that description.



X and the mean of X
Click the sum symbol to get total
[image: ]
Calculate the mean of X in the following manner.  Divide the total by 20 (number of cases).
[image: ]
Iittle  
To create little x: X minus the mean in the following example: 
[image: ]










Copy C2 (3.45) then highlight column C3 to C21 then paste it  to calculate little x for each case. 
[image: ]
[image: ]
To calculate little x squared (x2): =C2*C2 
Calculate little x squared for all cases:  Highlight cell D2 (which contains C2*C2) and click copy. Then highlight all the remaining cells on column D then click paste (this will calculate the x2 for all cases).
[image: ]
 
Calculate the mean for Y: highlight cells E2 to E21 then click the sum symbol. 
 [image: ]
To get the mean divided the total by the number of cases. 
[image: ]






Calculate little y: Y minus the mean (E2-E23): copy F2(little y) and paste it to the remaining cells to calculate the rest of the cases. 
[image: ]



To calculate little y squared: =F2*F2 then copy the result (G2) then highlight the remaining cells and paste it to look like the image below. 
[image: ]
[image: ]
Sum of the cross products  [image: ]

Calculate little x * little y: =C2*F2 Then Copy H2 then highlight the rest of the cells then paste it. 
[image: ]

[bookmark: _Hlk30616480]Toy with X and Y to show the principle that multiplying “smallest” with “smallest” and “largest with “largest” when summed produces the largest possible.  This is demonstrated next with beta.   When you change X or Y check the various ratios of little xy with little x squared (which is beta).

[bookmark: beta]Beta   
 Sum of xy divided by sum of x squared 
 [image: ]


[image: ]
[bookmark: constant][bookmark: _Hlk30617991]Constant
[image: ]
Calculate a:  Constant =  mean of Y minus (b*mean of X)
[image: ]

[bookmark: _Hlk30619457]Next calculate Y prime (prediction formula).
Y’=     


[image: ]

Next calculate Y minus Y primed
Y – Y’
[image: ]

Create a scatter plot in the following manner:
[image: ]
Select the original X and Y values then click on Insert and then the icon of a scatter plot (see figure).
[image: ]
Then select the scatter plot icon that has no lines within it.

[image: ]
And you then get this chart.
Next calculate Y minus Y primed squared
(Y – Y’)2
And then you can fill in the scatter plot from the numbers in the Excel sheet that you have created.


This plot represents two variables DEPRES and TENSE.  There was one person who answered both questions 0.  If you look back at the raw data you will that was participant # 12.  That person is represented by the # 1 in the lower left corner of the plot.  There was one person who gave a 0 to TENSE and a 2 to DEPRES -- that person is represented by the number 1 on the left hand side of the plot near the number 2 on the DEPRES variable.  There were two people that gave a 3 to TENSE and a 2 to DEPRES.  Those two people are represented by the number 2 in the lower left quadrant of the plot.  You might want to identify some more of the cases to convince yourself of the relationship of the data to the plot.

This scattergram represents all of the respondents on the items of TENSE and DEPRES.  People who responded with smaller numbers to the item TENSE also responded with smaller numbers to DEPRES.  At the same time people who responded with larger numbers to TENSE also responded with larger numbers to DEPRES.  Two people answered 8 to both items that is what the 2 in the upper right hand corner indicates.  One person answered 0 to both questions -- that is indicated by the 1 down in the left hand corner.  Then there were those who responded in the middle range to both items.  There are 2 people who answered 4 for depressed and 4 for tense.  So now you have the people in the middle going together.  They put down the same numbers for both questions, and that indicates a relationship. 

The next three plots all have the same data as the previous but have modifications drawn to show characteristics of the correlation or regression.  The next plot shows the sum of squares due to error or residual.  It is the error in prediction of Y from X.



[image: ]
Draw regression line in the following manner:
1. Note that the constant is .387821
2. That is the point on the Y axis when X = 0 that you start the regression line
3. Next move up the Y axis the value of the beta weight (.900641) and then over to the vertical line representing X =1.  Make a mark there.
4. From that point move up the beta weight again and then over to the vertical line representing X = 2 and make another mark.
5. Continue that process until you get to the highest value of X (8 in this instance).
6. Now draw a line through all of the marks that you have made – that is the regression line.
Sum of square within or sum of square error.

[image: ]

[image: ]
[image: ]
[image: ]
[image: ]
The formula in excel is:
=H22/SQRT(D22*G22)
R=0.841525



[image: ]

[image: ]











































	
#
	
Description
	
Label
	
Symbol
	
Notation
	
Full Notation or Formula
	
Individual Case Values

	
1
	
Observation of the varialbe specified by "i" case number and the "j" group or variable
	
observation
	

	


	


	
Case #1 = 1
Case #2 = 4
Case #3 = 2
Case #4 = 0

	
2
	
Number of observations in each (jth) group (set)
	
number of cases
	

	


	


	
20

	
3
	
Sum of X for each (jth) groujp or set
	
Sum of X, Total, Sum
	

	


	


	
68

	
4
	
Mean for each (jth) group or set
	
Average, Mean
	


	


	


	
3.40

	
5
	
Deviation Score (X minus the mean)
	
Little x, deviation score
	


	


	


	
Case #1 = 1 - 3.4 = -2.40
Case #2 = 4 - 3.4 =    .60
Case #3 = 2 - 3.4 = -1.40
Case # 4 = 0 - 3.4 = -3.40

	
9
	
Sum of little x
	

	

	


	


	
0

	
10
	
Sum of little x squared
	
Sum of Squares
	
SS
	


	


	
= ((-2.40)*(-2.40)) + ((.60) * (.60))+
   ((-1.40)*(-1.40)) + ((-3.40)*(-3.40)) etc
=5.76 + .36 + 1.96 + 11.56 + etc. = 124.80

	
11
	
Population variance of each (jth) group or set
	
Population variance
	

	


	


	
124.80
--------- = 6.24
   20

	
12
	
Sample variance of each (jth) group or set
	
Sample variance
	

	


	


	



	
13
	
Population standard deviation for each (jth) group or set
	
Popultaion standard deviation
	


	


	


	



	
14
	
Sample standard deviation for each (jth) group or set
	
Sample standard deviation
	
SD
	


	
	

==2.563



	
15
	
z-score for each (ijth) observation
	
z-score
	
z
	




	

	
                   1 - 3.40
case #1 =  --------- = -.961
                     2.498


                    4 - 3.40
case #2 =   ---------- = .241
                      2.498

                    2 - 3.40
case #3 =   ----------- = -.560
                      2.498

                    0 - 3.40
case #4 =   ----------- = -1.361
                      2.498

	
16
	
T-score
	

	

	

	
50+(z*10)
	
case #1 =50+(-.961*10)=40.39
case #2 =50+(.241*10) =52.41
case #3 =50+(-.560*10)=44.40
case #4 =50+(-1.361*10)=36.39

	
17
	
IO-score
	

	

	

	
100+(z*15)
	
case #1 = 100+(-.961*15)=85.585
case #2 = 100+(.241*15) =103.615
case #3 = 100+(-.560*15)=91.60
case #4 = 100+(-1.361*15)=79.585



In the example below when there are scores for all 20 cases are individually computed only the first 4 will be given (this occurs with observation, little x, Y' and SSE).


  Table showing extensive formulas 	
                         

                                        
  
	
#
	
Description
	
Label
	
Symbol
	
Notation
	
Full Notation or Formula
	
Individual Case Values

	
18
	
Observation of the varialbe specified by "i" case number and the "j" group or variable
	
observation
	

	


	


	
case #1 = 0
case #2 = 4
case #3 = 1
case #4 = 1

	
19
	
Number of observations in each (jth) group (set)
	
number of cases
	

	


	


	
20

	
20
	
Sum of Y for each (jth) groujp or set
	
Sum of Y, Total, Sum
	

	


	


	
69

	
21
	
Mean for each (jth) group or set
	
Average, Mean
	


	


	


	
3.45

	
22
	
Deviation Score (Y minus the mean)
	
Little y, deviation score
	


	


	


	
case #1 = 0-3.45 = -3.45
case #2 = 4-3.45 = .55
case #3 = 1-3.45 = -2.45
case #4 = 1-3.45 = -2.45

	
23
	
Sum of little y
	

	

	


	


	
0

	
24
	
Sum of little y squared
	
Sum of Squares
	
SS
	


	


	
((-3.45)*(-3.45))+(.55*.55)+
((-2.45)*(-2.45))+((-2.45)*(-2.45))+
etc
=11.90 + .3025 + 6.0025+6.0025 +etc etfetc

	
25
	
Population variance of each (jth) group or set
	
Population variance
	

	


	


	
       142.95
       -------- = 7.148
          20

	
26
	
Sample variance of each (jth) group or set
	
Sample variance
	

	


	


	



	
27
	
Population standard deviation for each (jth) group or set
	
Popultaion standard deviation
	


	


	




	



	
28
	
Sample standard deviation for each (jth) group or set
	
Sample standard deviation
	
SD
	


	


	



	
29
	
z-score for each (ijth) observation
	
z-score
	
z
	



	

	
         0 - 3.45
case #1 = ---------- = -1.291
          2.673

          4 - 3.45
case #2 = ---------- = .206
          2.673

          1 - 3.45
case #3 = ---------- = -.917
           2.673

           1 - 3.45
case #4 = ---------- = -.917
             2.673

	
30
	
	
	
	
	
	

	
31
	
Cross products for two groups (sets) of scores
	
Cross Products
	

	


	

	
((-2.40)*(-3.45))+(.60*.55)+
((-1.40)*(-2.45))+((-3.40)*(-2.45))+
etc = 112.40

	
32
	
Covariance
	
Covariance
	

	


	

	
   112.40
   -------- = 5.62
      20

	
33
	
Slope of the regression line
	
slope, b
	
b
	


	

	
   112.40
   --------- = .900641
   124.80

	
34
	
The value of Y at point where X is zero (0)
	
Constant, a, intercept
	
a
	

 

	



	
3.45 - (.900641 * 3.45) = .3878

	
35
	
Y predicted from X
	
Y hat, Y primed, Y'
	

                                
	


	

	
case #1=.3878+(.900641*1)=1.2884
case #2=.3878+(.900641*4)=3.9904
case #3=.3878+(.900641*2)=2.1891
case #4=.3878+(.900641*0)= .3873

	
36
	
Regression sum of squares
	
sum of squares, between sum of squares
	
SSR, SSB
	

[image: ]

	
  112.4 * 112.4
 ------------------ = 101.23
        124.80

	
	Regression sum of Squares
	
sum of squares, between sum of squares
	
SSR, SSB
	

	case #1 ( 1.2884 - 3.45 )2 = 4.67251456
case #2 ( 3.9904 - 3.45 )2 = 0.29203216
case #3 ( 2.1891 - 3.45 )2 = 1.58986881
case #4 ( 0.3878 - 3.45 )2 = 9.37706884 

	
37
	
Residual sum of squres
	
Error, within sum of squares
	
SSE
SSW
	

	
	
SST - SSR   or    SST - SSB
142.95 - 101.23 = 41.72

	
	
	
	
	
	
case #1 = (0-1.2884)*(0-3.9904)=1.66
case #2 = (4-3.9904)*(4-3.9904)=.00
case #3 = (1-2.1891)*(1-2.1891)=1.41
case #4 = (1-  .3878)*(1-  .3878)=  .37


	
38
	
Total sum of squares
	
Total sum of squares
	
SST
	


	

	
142.94

	
39
	
Pearson correlation coefficient
	
correlation
	
r
	



	
R2 = t2 / (t2 + DF),

	






Summary Everything
[image: ]

The chart (scatter plot) is produced in the following in Excel:


Sums of squares for 2 groups

We are now going to repeat the same procedure but change the X variable to GROUP.  The important thing to notice is that GROUP is a dichotomous variable and TENSE was a continuous variable.  It will also be shown how regression is like analysis in this case.  First the data an computations are shown.
Table show extensive formulas when X (independent variable) is dichotomous.
	
1
	
C1
	
C2
	
C3
	
C4
	
C5
	
C6
	
C7
	
C8
	
C9
	
C10
	
C11
	
C12

	
A
	


	


	


	


	


	


	


	


	


	


	

	


	
B
	

	X
	


	

	



	


	


	


	


	



	



	




	
C
	
actual score
	
deviation score
	
deviation squared
	
actual score
	
deviation score
	
deviation squared
	
cross product
	
predicted score
	
error:
actual minus predicted
	
error squared
or
within
squared
	
Y primed minus the mean of Y
	


	
D
	
observed score
	
little x
	
little x squared
	
observed score
	
little y
	
little y squared
	

	
Y primed
	
residual score
	

	

	


	
E
	
raw score:
group
	
X minus the mean
	
little x times little x
	
raw score:
depres
	
Y minus the mean
	
little y times little y
	
little x times little y
	
Y predicted from X
	
error in prediction
	

	

	


	
predictor variable (X)
independent varialbe (IV)
	
criterion variable (Y)
dependent variable (DV)
	

	

	

	

	

	


	
F  
 
	
1
1
1
1
1
1
1
1
1
1
2
2
2
2
2
2
2
2
2
2
	
‑.50
‑.50
‑.50
‑.50
‑.50
‑.50
‑.50
‑.50
‑.50
‑.50
 .50
 .50
 .50
 .50
 .50
 .50
 .50
 .50
 .50
 .50
	
.25
.25
.25
.25
.25
.25
.25
.25
.25
.25
.25
.25
.25
.25
.25
.25
.25
.25
.25
.25
	
0
4
1
1
0
0
4
1
2
4
6
8
4
8
7
0
3
6
6
4
	
-3.45
 .55
-2.45
-2.45
-3.45
-3.45
 .55
-2.45
-1.45
 .55
2.55
4.55
 .55
4.55
3.55
-3.45
‑.45
2.55
2.55
 .55
	
11.9025
  .3025
 6.0025
 6.0025
11.9025
11.9025
  .3025
 6.0025
 2.1025
  .3025
 6.5025
20.7025
  .3025
20.7025
12.6025
11.9025
  .2025
 6.5025
 6.5025
  .3025
	
 1.73
 ‑.28
 1.23
 1.23
 1.73
 1.73
 ‑.28
 1.23
  .73
 ‑.28
 1.28
 2.28
  .28
 2.28
 1.78
‑1.73
 ‑.23
 1.28
 1.28
  .28
	
1.70
1.70
1.70
1.70
1.70
1.70
1.70
1.70
1.70
1.70
5.20
5.20
5.20
5.20
5.20
5.20
5.20
5.20
5.20
5.20
	
‑1.70
 2.30
 ‑.70
 ‑.70
‑1.70
‑1.70
 2.30
 ‑.70
  .30
 2.30
  .80
 2.80
‑1.20
 2.80
 1.80
‑5.20
‑2.20
  .80
  .80
‑1.20
	
 2.89
 5.29
  .49
  .49
 2.89
 2.89
 5.29
  .49
  .09
 5.29
  .64
 7.84
 1.44
 7.84
 3.24
27.04
 4.84
  .64
  .64
 1.44
	
‑1.75
‑1.75
‑1.75
‑1.75
‑1.75
‑1.75
‑1.75
‑1.75
‑1.75
‑1.75
 1.75
 1.75
 1.75
 1.75
 1.75
 1.75
 1.75
 1.75
 1.75
 1.75
	
3.06
3.06
3.06
3.06
3.06
3.06
3.06
3.06
3.06
3.06
3.06
3.06
3.06
3.06
3.06
3.06
3.06
3.06
3.06
3.06

	
G
	
30
	
0
	
5
	
69
	
0
	
142.95
	
17.50
	
69.00
	
0
	
81.70
	
0
	
61.25

	
H
	
1.5
	

	

Sum of x Squared
	
3.45
	

	

sum of y squared
	

sum of cross products
	

	

	

error sum of squares
	

	
between or regression sum of squares

	
I
	
mean of X
	

	
	
mean of Y
	

	
	
	

	

	
	

	

	
J
	

	

	

	

	

	
SST
	

	

	

	
SSE
	

	
SSB
SSR


    
  

Relationship between formulas and data using Excel:                           file=calculate formulasGroups.docx
Canfield
The X variable is group and the Y variable is feeling tense.


[image: ]
Highlight column
X and the mean of X
Click the sum symbol to get total
[image: ]
[image: ]
Iittle  

[image: ]

[image: ]
To calculate little x squared (x2): =C2*C2 
Calculate little x squared for all cases:  Highlight cell D2 (which contains C2*C2) and click copy. Then highlight all the remaining cells on column D then click paste (this will calculate the x2 for all cases).
Calculate the mean for Y: highlight cells E2 to E21 then click the sum symbol. 

[image: ]
To get the mean divided the total by the number of cases. 
Calculate little y: Y minus the mean (E2-E23): copy F2(little y) and paste it to the remaining cells to calculate the rest of the cases. 
[image: ]
To calculate little y squared: =F2*F2 then copy the result (G2) then highlight the remaining cells and paste it to look like the image below. 

[image: ]
Sum of the cross products
[image: ]
Calculate little x * little y: =C2*F2 Then Copy H2 then highlight the rest of the cells then paste it. 

[image: ]
Toy with X and Y to show the principle that multiplying “smallest” with “smallest” and “largest with “largest” when summed produces the largest possible.  This is demonstrated next with beta.   When you change X or Y check the various ratios of little xy with little x squared (which is beta).
[bookmark: beta1]Beta   
 Sum of xy divided by x squared 
 [image: ]
Beta = H22/D22 = 3.5.
Constant
[image: ]
Calculate a:  Constant =  mean of Y minus (b*mean of X)
a = 3.45- (3.5 * 1.5) = 1.8
Next calculate Y prime (prediction formula).
Y’=     
[image: ]
Y-Y’
[image: ]

[image: ]
[image: ]

 
This plot represents two variables DEPRES and GROUP.  
There were three people in GROUP # 1 who answered 0 to the question of "sad or depressed."  If you look back at the raw data you will that was participants 1, 5, and 6.  There was one person in GROUP # 2 that answered the question as 0.  In looking at the raw data you will see that it was person # 16.  There were two people in GROUP # 2 that answered the question as 8.  There were person number # 12 and person # 14.  This scattergram represents all the people of both groups.  Once again the scattergram represents a relationship.  The smaller going with the small and the large with the large.  People in GROUP # 1 gave responses which were smaller and people in GROUP # 2 (2 is larger than one) gave responses which were larger than those in GROUP # 1.

[image: ]
[image: ][image: ]




















[image: ]
The above graph and spreadsheet represents:

[image: ]







The below graph and spreadsheet represents:
[image: ]
[image: ]
[image: ]




[image: ]
[image: ]
The formula in excel is:
r=H22/SQRT(D22*G22)
r=0.655
[bookmark: equivalent_almost]The following example demonstrates that up to a point (when ANOVA calculates the p value) ANOVA and multiple regression are equivalent.  A major point to be made is that ANOVA treats the X value (independent variable and X is dichotomous) as a continuous variable in the same way as multiple regression.
[image: ]

[image: ]
[image: ]

[image: ]



[image: ]


Table showing extensive formulas.
	
#
	
Description
	
Label
	
Symbol
	
Notation
	
Full Notation or Formula
	
Individual Case Values

	
1
	
Observation of the varialbe specified by "i" case number and the "j" group or variable
	
observation
	

	


	


	
Case #1 = 1
Case #2 = 1
Case #3 = 1
Case #4 = 1

	
2
	
Number of observations in each (jth) group (set)
	
number of cases
	

	


	


	
20

	
3
	
Sum of X for each (jth) groujp or set
	
Sum of X, Total, Sum
	

	


	


	
30

	
4
	
Mean for each (jth) group or set
	
Average, Mean
	


	


	


	
1.5

	
5
	
Deviation Score (X minus the mean)
	
Little x, deviation score
	


	


	


	
Case #1 = 1 - 1.5
Case #2 = 1 - 1.5
Case #3 = 1 - 1.5
Case # 4 =1 - 1.5

	
9
	
Sum of little x
	

	

	


	


	
0

	
10
	
Sum of little x squared
	
Sum of Squares
	
SS
	


	


	
= ((-.50)*(-.50)) + ((-.50) * (-.50))+
   ((-.50)*(-.50)) + ((-.50)*(-.50)) etc
= .25 + .25 + .25 + .25 + etc= 5.00

	
11
	
Population variance of each (jth) group or set
	
Population variance
	

	


	


	
  5.00
--------- = .25
   20

	
12
	
Sample variance of each (jth) group or set
	
Sample variance
	

	


	


	



	
13
	
Population standard deviation for each (jth) group or set
	
Popultaion standard deviation
	


	


	


	



	
14
	
Sample standard deviation for each (jth) group or set
	
Sample standard deviation
	
SD
	


	
	



	
15
	
z-score for each (ijth) observation
	
z-score
	
z
	




	

	
                   1 -1.5
case #1 =  --------- = -1.00
                    .5


                    1 - 1.5
case #2 =   ---------- = -1.00
                      .5

                    1 - 1.5
case #3 =   ----------- = -1.00
                       .5

                    1 - 1.5
case #4 =   ----------- = -1.00
                      .5

	

	

	

	

	

	

	


	

	

	

	

	

	

	





                         
                                        
  
	
#
	
Description
	
Label
	
Symbol
	
Notation
	
Full Notation or Formula
	
Individual Case Values

	
1
	
Observation of the varialbe specified by "i" case number and the "j" group or variable
	
observation
	

	


	


	
case #1 = 0
case #2 = 4
case #3 = 1
case #4 = 1

	
2
	
Number of observations in each (jth) group (set)
	
number of cases
	

	


	


	
20

	
3
	
Sum of Y for each (jth) groujp or set
	
Sum of Y, Total, Sum
	

	


	


	
69

	
4
	
Mean for each (jth) group or set
	
Average, Mean
	


	


	


	
3.45

	
5
	
Deviation Score (Y minus the mean)
	
Little y, deviation score
	


	


	


	
case #1 = 0-3.45 = -3.45
case #2 = 4-3.45 = .55
case #3 = 1-3.45 = -2.45
case #4 = 1-3.45 = -2.45

	
9
	
Sum of little y
	

	

	


	


	
142.95

	
10
	
Sum of little y squared
	
Sum of Squares
	
SS
	


	


	
((-3.45)*(-3.45))+(.55*.55)+
((-2.45)*(-2.45))+((-2.45)*(-2.45))+
etc
=11.90 + .3025 + 6.0025+6.0025 +etc 

	
11
	
Population variance of each (jth) group or set
	
Population variance
	

	


	


	
       142.95
       -------- = 7.148
          20

	
12
	
Sample variance of each (jth) group or set
	
Sample variance
	

	


	


	



	
13
	
Population standard deviation for each (jth) group or set
	
Popultaion standard deviation
	


	


	




	



	
14
	
Sample standard deviation for each (jth) group or set
	
Sample standard deviation
	
SD
	


	


	



	
15
	
z-score for each (ijth) observation
	
z-score
	
z
	



	

	
                 0 - 3.45
case #1 = ---------- = -1.291
                  2.673

                 4 - 3.45
case #2 = ---------- = .206
                  2.673

                 1 - 3.45
case #3 = ---------- = -.917
                  2.673

                 1 - 3.45
case #4 = ---------- = -.917
                  2.673

	
31
	
Cross products for two groups (sets) of scores
	
Cross Products
	

	


	

	
((-.50)*(-3.45))+(-.50*.55)+
((-.50)*(-2.45))+((-.50)*(-2.45))+
etc = 17.50

	
32
	
Covariance
	
Covariance
	

	


	

	
   17.50
   -------- = .875
      20

	
33
	
Slope of the regression line
	
slope,regression coefficient, b
	
b
	


	

	
   17.50
   ------- = 3.50
    5.00

	
33a
	
Standardized slope of the regression line (slope when X and Y are z-scores)
	
standardized regression coefficient, beta
	

	


	

	


	
34
	
The value of Y at point where X is zero (0)
	
Constant, a, intercept
	
a
	

 

	



	
3.45 - (3.50 * 1.50) = -1.80

	
35
	
Y predicted from X
	
Y hat, Y primed, Y'
	

                                
	


	

	
case #1=-1.80+(3.50*1)=1.70
case #2=-1.80+(3.50*1)=1.70
case #3=-1.80+(3.50*1)=1.70
case #4=-1.80+(3.50*1)=1.70

	
36
	
Regression sum of squares
	
sum of squares, between sum of squares
	
SSR, SSB
	

[image: ]

	
  17.50 * 17.50
 ------------------ = 61.25
        5.00

	
37
	
Residual sum of squres
	
Error, witin sum of squares
	
SSE
SSW
	

	
	
SST - SSR   or    SST - SSB
142.95 - 61.25 = 81.70

	
	
	
	
	
	
case #1 = (0-1.70)*(0-1.70)=2.89
case #2 = (4-1.70)*(4-1.70)=5.29
case #3 = (1-1.70)*(1-1.70)=.49
case #4 = (1- .70)*(1-1.70)=  ..49


	
38
	
Total sum of squares
	
Total sum of squares
	
SST
	


	

	
142.94

	
39
	
Pearson correlation coefficient
	
correlation
	
r
	



	

	





                                                      

	
Pearson correlation coefficient
	
correlation
	
r
	



	
R2 = t2 / (t2 + DF),




	
Analysis of Variance
	ANOVA
	
F
	
SSB/(SSW/df)
(only applies when groups=2)
	


	
t-test
	t-test
	
t
	

[image: ]
	
t2 = DF*R2 / (1 - R2) 







Scatter plots ttest

[image: ]




[image: ]`

=  eta squared = SSB/SST
 



Because one of the variables was a grouping (and only 2 groups) variable we can show the same sums of squares can be used to calculate r, t, f, and .
We now have the sum of squares, between, sum to squares within, and sum of squares total.  Now if you divide the sums of squares total into the sums of squares between, you get R squared. And so if you take the square root of that then you get the correlation. 
     

Y' becomes the general formula for all parametric statistics or what is referred to as the general linear model.  It follows

Y' = a + b1X1 +  b2X2 + ... bnXn 

In this section it is noted that it is the fundamental calculation of the correlation, the t-test, ANOVA, and discriminant function.  Further, it can be used to express a relationship, a prediction, and with conversions a test of statistical significance.  Since more dimensions or weights can be used the contribution of the added dimensions or variables can be assessed.  This allows one to test or falsifiy ones theory.
[bookmark: _Hlt466363475]Complete Graphic Set of Formulas
	Y' = a + bX           prediction formula

	

	Y = a + bX+e         general linear model



The above is the model for almost all statistics.  Create the prediction formula from the calculations below.  Then you test that model against the actual data.

Correlation ( r formula )
[image: ]

[image: ]       sum of cross products

[image: ]                      beta

[image: ]

[image: ][image: ][image: ]
Sums of squares total

[image: ]          [image: ][image: ]
Sums of squares between

[image: ][image: ][image: ]
Sums of squares within or sums of squares error
[image: ]
&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&
Non-standardized linear combination
Y’=a + b1X1 + b2X2 + b3X3… bnXn
X’=a + b1Y1 + b2Y2 + b3Y3… bnYn
Q’=a + b1Z1 + b2Z2 + b3Z3… bnZn

Standardized linear combination
Y’=b1X1 + b2X2 + b3X3… bnXn

[image: ][image: ]
Sums of squares total

[image: ]          [image: ]
Sums of squares between

[image: ][image: ]
Sums of squares within or sums of squares error


	

Sample standard deviation for each (jth) group or set
	

Sample standard deviation
	

SD
	


	



	
z-score for each (ijth) observation
	
z-score
	
z
	



	


	
Pearson correlation coefficient
	
correlation
	
r
	



	
R2 = t2 / (t2 + DF),


	
Analysis of Variance
	ANOVA
	
F
	
SSB/(SSW/df)
(only applies when groups=2)
	
f=t2

	
t-test
	t-test
	
t
	

[image: ]
	
t2 = DF*R2 / (1 - R2) 







[image: ]
r = sqrt(SSB/SST)=sqrt(61.25/142.95)=.655
r =  = 17.5/sqrt(5 X 142.95)=.655
t = SQRT(61.25/(81.7/18))=3.673
=  eta squared = SSB/SST =61.25/142.95
F=61.25/(81.7/18)=13.494
 [image: ]
Correlation
	Pearson's Correlations 

	Variable 
	  
	depres 
	group 

	1. depres 
	
	Pearson's r 
	
	— 
	
	
	

	
	
	p-value 
	
	— 
	
	  
	

	2. group 
	
	Pearson's r 
	
	0.655 
	
	— 
	

	
	
	p-value 
	
	0.002 
	
	— 
	




	


	


Independent Samples T-Test
	Independent Samples T-Test 

	
	t 
	df 
	p 
	Cohen's d 

	depres 
	
	-3.673 
	
	18 
	
	0.002 
	
	-1.643 
	

	

	Note.  Student's t-test. 



Sums of Squares ANOVA
[image: ]
[image: ]

[image: ]

[bookmark: equivalence]Equivalence of regression, r, rho,  phi, and point biserial
ANOVA and t-test accounting for df

[bookmark: equivalent]This first section shows that ANOVA and regression are exactly the same (equivalent when there is one IV and one DV).  And the following section shows the : r, rho,  phi, and point biserial are also the same.  This is to say this r formula [image: ]  computes them all.  You get same answer no matter which one you use.

Further, we are often cautioned that we must not use a dichotomous variable as if it were  an interval (parametric) variable.  That is, it must be used as a nonparametric variable.  However, it is shown that ANOVA is identical to regression in treating it as a parametric variable.  And a quote from Cohen, et. al. contends that r, rho, phi and point are equivalent and can be calculated with the r formula above.



Further, Cohen, Cohen, West, and Aiken  point out the equivalence of the following: r, rho,  phi, point biserial
Other formulas
“We wish to stress the fact that the formulas for rpb, rϕ, and rS are simply computational equivalents of the previously given general formulas for r that result from the mathematical simplicity of dichotomous or rank data (Table 2.3.4).” p. 32. [Cohen quote]
Everything above is this correlation formula:
[image: ]

Calculation formula p. 28 Cohen, Cohen, West & Aiken
[image: ]
Phi coefficient page 30 CCWandA:
[image: ]
“From Spearman, are appropriate for ordinal data.” P. 361  This implies that the Spearman should be run and not the r.






Chapter 5  GLM & Characteristics of Measured Variables

	Different numbers and stuff
Assumptions of the General Linear Model (GLM) 
     See CCWA and Nimon
Assumptions of parametric statistical tests (GLM and consequently ANOVA and etc.) are that (new):

1. Linearity of both DV and IV variables (normal distribution)
		Skewness -
2. Correct Specification of the IV and DV 
		3rd variable
3. Accuracy of measurement (no error)
Reliability and validity (problem in particular with external validity – also see item 4 [next]) 
4. The sample is randomly drawn from the population (there problem here is getting the population correct in terms of both IV and DV)
Often not the case in observational studies

5. That the variances of the populations from which the data are drawn are equal.  This is referred to as homogeneity or homoscedasticity.
		Leven’s test
6. Independence of Residuals (error not correlated)
7. Normality of residuals (error)
8. Are there enough cases for central limit theorem 
[Probably none of these are ever going to be met.  So it is often a judgement.  Yet, there are many things that can be done for improvement.]
The one-way analysis of variance is the appropriate test when there is a single independent variable, a single dependent variable and two or more groups.

If the test is significant then post hoc need to be computed to determine which of the means were different.  However, if planned comparisons are computed then the post hoc tests are not necessary.



[bookmark: linearity]Topics of this chapter are: Curve Fitting, Curvilinearity, Normal Curve, and Skewness
[some of these solve violations of the assumptions above.]
[bookmark: scalie_of_measurement][bookmark: levels_of_measurement]The differences among these procedures occur mostly because the measurement of the variables have different scales.  Consequently, a description of the measurement follows.  Naming, counting, categorizing, and measuring are different levels of distinguishing along some continuum.  Naming or numbering different people can identify them but does not give an indication of greater or lesser on any dimension.  The same for categorizing.  Ranking implies a greater than or lesser.  An amount implies greater than or less than and also gives and indication of how much more than or less than.  In psychological measurement there are usually four levels of measurement considered:
1. [bookmark: nominal_scale]Nominal   Simply naming things but does indicate that if it this then it not that.  Social security number, ID number, ethnicity, and DSMIV diagnosis are examples of the nominal scale.
2. [bookmark: ordinal_scale]Ordinal.  Indicates ranking—some item is greater or less than another item.  No indication of amount of difference.  House number, socioeconomic status, and any ranking procedures are examples of the ordinal scale.
3. [bookmark: _Hlt466365461][bookmark: interval_scale]Interval  Indicates greater or less than and also an equal amount of difference between each item (number).  Numbers indicate the degree of difference between items.  Temperature is the most example of an interval scale.  Many measurements are treated as if they are interval but not all agree that they are interval.  Such scales are IQ, achievement scales, and attitude scales.  For example, the Likert scale of Strongly Agree (5), Agree (4), Neutral (3), Disagree (2), and Strongly Disagree (1) is usually treated as interval.  However, there can be debate as to whether the distance between Disagree (2) and Strongly Disagree (1) is the same distance as the difference between Agree (4) and Neutral (3) (the assumption of an interval scale).
4. [bookmark: ration_scale][bookmark: ratio_scale]Ratio  The ratio scale has an absolute zero. There are probably no scales in the psychology the meet the requirements of a ratio scale.

The type (level as described here) will influence the statistics that will be used to for the analysis of that data.  However, there is differences among researchers as two what statistics one “may” use for analysis of data.  The use of various statistics to analyze Likert type items and the debate of whether one must use logistic regression rather multiple linear regression when the dependent variable both generate lively debate among researchers.  A quick look at present research being done indicates many parametric analysis being performed on Likert type items.  In this manual we show parametric statistics being performed on Likert type items.

I. [bookmark: curve_fitting]Curve Fitting
Divorce rates in Australia in years from 1947 to 1977.   In 1974 divorce became legal.  The above lines seem to capture the relationship of divorce rates over time and also the change in the law in 1974 when divorce became legal.  There was a clear spike when the law changed and  a decline after the “pent up” divorces were accomplished.  The lines as drawn seem to pass very close to all of the points.

[image: http://statutor.org/c6/chapter6/IMAG001.JPG]





	The curve in the  second graph presents a different interpretation.  It indicates that the divorce rate has been on the rise since the middle sixties and possibly the law caught up with the practice.  Further, the line may pass about as close to the data points as the above graph.  The lower line is also more simple.  It could be generated with  three functions (starting point, slope and accelerating) while it may take as many as six functions to generate the top graph.  The bottom graph is more parsimonious.

II. Curvilinearity
	
	A.	Positive Accelerating Curve

As indicated in the graphs above trends may be linear or non-linear.  The data in Table I is hypothetical trend for 10% interest on $1000.00 for 30 years.  Figure 1 shows the 10% Interest at 5 year intervals.  Note the non-linear trend.  When the numbers are squared the trend becomes more linear but it still remains non-linear in Figure 2.  When the natural log is used to transform the data it becomes linear.  This difference can be tested by using multiple regression and correcting skewed data.

Table 1.  Ten percent interest on $1000.00 for 30 years
──────────────────────────────────────────────────────────
Year  10% Interest   Square         Natural
                                  Root            Log

1960         1000        31.6228       6.90775528
1961         1100        33.1662       7.00306546
1962         1210        34.7851       7.09837564
1963         1331        36.4829       7.19368582
1964         1464        38.2623       7.28892769
1965         1610        40.1248       7.38398946
1966         1771        42.0833       7.47929964
1967         1948        44.1362       7.57455848
1968         2143        46.2925       7.66996200
1969         2357        48.5489       7.76514490
1970         2593        50.9215       7.86057079
1971         2852        53.4041       7.95577578
1972         3137        56.0089       8.05102221
1973         3451        58.7452       8.14641932
1974         3796        61.6117       8.24170316
1975         4176        64.6220       8.33710913
1976         4594        67.7791       8.43250638
1977         5053        71.0845       8.52773741
1978         5558        74.5520       8.62299361
1979         6114        78.1921       8.71833650
1980         6725        82.0061       8.81358720
1981         7398        86.0116       8.90896497
1982         8138        90.2109       9.00429973
1983         8952        94.6150       9.09963225
1984         9847        99.2321       9.19492212
1985        10832       104.0769       9.29026000
1986        11915       109.1559       9.38555339
1987        13107       114.4858       9.48090172
1988        14418       120.0750       9.57623270
1989        15860       125.9365       9.67155550
1990        17446       132.0833       9.76686567







Figure 1.  10% Interest.

	The 10% Interest produces a positive accelerating curve as seen in Figure 1.  Notice the each year the gap widens between the amount of  change.







[image: ]
Figure 2.  Square root of 10% Interest.

	The square root of the 10% Interest reduces the amount of acceleration of the curve but it still exists.  There continues to be a positive accelerating curve.

[image: ]

Figure 3. Natural log of 10% Interest.

Notice in both Figures 1 & 2 that the trend is a positively accelerating even though it is less so in Figure 2 where the transformation is accomplished by the square root method.  However, in Figure 3 the trend is a straight line (linear).  In Figure 3 the natural log is computed and the result is a straight  line.
Things that grow throughout their life will follow that same non-linear pattern as inflation.  For example many organisms like trees and whales do, and their weight will increase in a non-linear fashion.  Many other living things will increase in a non-linear fashion until maturity.  Many psychological phenomenon will follow the same pattern.  The year from 1 year old to 2 years old seems much longer than the year 50 to 51 years old.  A day spent in a psychiatric hospital has a much longer phenomonologically for a person who spends a week in a psychiatric hospital than for a person who spends a year in a psychiatric hospital.  As noted above curvilinearity  can be corrected by computing a natural  log.

	B.	Curvilinearity and Correlation 

	The data presented above also demonstrates how curvilinearity can be assessed in a correlation or regression problem.  The table below contains the correlations of YEAR with INFLATION, INFLATION SQUARED, and the NATURAL LOG OF INFLATION.  It shows that when YEAR is correlated with inflation it is .938 but when the Natural Log is computed the relationship becomes 1.00.  This indicates that there is a curvilinear relationship between INFLATION and YEAR.  Consequently, such a relationship can be tested (as was done here) by first assessing a relationship between two variables and then computing the natural log on the variable that is suspected of being curvilinear and testing that new variable.  If the correlation improves as in the example one can conclude that there is a curvilinear relationship.  (It must be determined that there is a significant difference between the two correlations.) The curvilinear relationship is exemplified in the  scattergrams below.


[image: ]

[image: ]


[image: ]

Curvilinearity and Skewness

Skewness of frequency data presents the problem as curvilinearity data above and computing the Natural Log solves the problem in the same manner.  In this next example the variable SHOULD and CONFUSE are skewed.  The reason for the skewed data is that most feel that they do what they should and most people don’t feel confused.  Consequently, most of the responses will be toward the end of the scale.


[image: ]
      


[image: ]
[image: ]



	Both of the variables are skewed (skewness greater than one).  Further, the SHOULD variable has another problem in that it is negatively skewed.  The computing the natural log function will correct skewness only when it is positive.  In order to correct the negative skewness the item must first be reversed.  The log function cannot be computed on 0 (zero) and 1 (one) must be added to all numbers.  The syntax file above performs all of the necessary functions.

[image: ]
The line around “Double click to edit data” represents a notification the you can edit the data in place by clinking on it.
[image: ]
[image: ]
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	Notice that skewness has been corrected for both variables.  Although it is not intuitive when comparing the bar charts.  Consequently, the overlay chart has been drawn below to show the correction.  In the chart below both the original and natural log of the variable CONFUSE is plotted to show how the skewed variable has become normal.


	Notice the original variable (in red) has a much longer “tail” indicating skewness.
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Normal distribution – normal curve



Note:  If you memorize the 4 percentages 34.13, 13.59, 2.14, and .13 and (1) that a T-score has a mean of 50 and a standard deviation of 10, (2) GRE/SAT scores have a mean of 500 and a standard deviation of 100 and finally that (3) IQ scores have a men of 100 and a standard deviation of 15 then you can recreate the complete figure.


An Example of Generating Standard Scores

	This next set of excel procedures (see handout “calculate formulas.docx”) demonstrates how to generate Standard Scores.  Two different Standard Scores are generated (1) DEPRES and (2) TENSE.  The means of the two variables are taken from the above analysis.  The z-score (which is a Standard Score) is:

[image: ] 


[image: ]


[image: ]



These values are the population standardard deviation for TENSE and DEPRES respectively.
The z-score is X minus the Mean dividied by the Standard Deviation.

[image: ]

Standard scores are X minus the mean divided by the standard deviation.

T-score = z times 10 + 50
IQ score = z times score 15 + 100
GRE/SAT score z times 100 + 500











Chapter 6 t-test

Independent samples t-test

[image: ]
To put labels on variables do the following:
[image: ]

Then type in the labels:

[image: ]

To perform an independent sample t-test click on T-Test and select independent sample t-test.
[image: ]

And you get this window:
[image: ]
Make the following selections except select a different dependent variable.
[image: ]
[image: ]

[image: ]
Click on Copy and you get the following that you can then Paste into any document.

Results
Independent Samples T-Test
	Independent Samples T-Test 

	  
	t 
	df 
	p 
	Cohen's d 

	fun 
	
	2.010 
	
	389.000 
	
	0.045 
	
	0.223 
	

	

	Note.  Student's t-test. 


 
Descriptives
Descriptives Plot
fun
[image: ]

Paired Sample t-test
Paired sample t-test
File = PairedSampleT-Test.docx
Canfield
[image: ]

[image: ]

Paired Samples T-Test
	Paired Samples T-Test 

	  
	  
	  
	t 
	df 
	p 
	Cohen's d 

	eworry 
	
	- 
	
	oworry 
	
	8.940 
	
	147 
	
	< .001 
	
	0.735 
	

	esocializ 
	
	- 
	
	osocializ 
	
	9.926 
	
	185 
	
	< .001 
	
	0.728 
	

	

	Note.  Student's t-test. 


 
Descriptives
	Descriptives 

	  
	N 
	Mean 
	SD 
	SE 

	eworry 
	
	186 
	
	3.683 
	
	1.396 
	
	0.102 
	

	oworry 
	
	148 
	
	2.716 
	
	0.962 
	
	0.079 
	

	esocializ 
	
	186 
	
	3.145 
	
	1.443 
	
	0.106 
	

	osocializ 
	
	186 
	
	2.140 
	
	0.960 
	
	0.070 
	

	


 
Descriptives Plots
eworry - oworry
[image: ]
esocializ - osocializ
[image: ]
The following link has good examples of write ups for correlated (paired) sample t-test:
https://www.slideshare.net/plummer48/reporting-a-paired-sample-t-test-39195733
From a previous description I think that the following 4 numbers (statistics) should almost always be included in a write-up:

the statistic the t value 8.940
the degrees of freedom (or N) 147
the p value with corresponding greater then or less than sign <.001
the effect size d .737

[bookmark: chapter_8]Chapter 7 Correlation and Single Variable Regression

Open JASP program
[image: ]
Select a file in this case LSQnoMissing160.csv

[image: ]
[image: ]

Output follows:
Correlation
		Pearson's Correlations 

	Variable 
	  
	enjoy 
	worth 

	1. enjoy 
	
	n 
	
	— 
	
	
	

	
	
	Pearson's r 
	
	— 
	
	
	

	
	
	p-value 
	
	— 
	
	  
	

	2. worth 
	
	n 
	
	646 
	
	— 
	

	
	
	Pearson's r 
	
	0.395 
	
	— 
	

	
	
	p-value 
	
	< .001 
	
	— 
	

	




	
	
	
	


Single Variable Regression

In a single regression design you answer the question to what degree does one predict another.  In this instance we might ask the question having a worthwhile day or week predict enjoyment?
Compute this estimate in the following manner:
[image: ]

[image: ]
[image: ]

Linear Regression
	Model Summary - enjoy 

	Model 
	R 
	R² 
	Adjusted R² 
	RMSE 
	R² Change 
	F Change 
	df1 
	df2 
	p 

	H₀ 
	
	0.000 
	
	0.000 
	
	0.000 
	
	1.829 
	
	0.000 
	
	
	
	0 
	
	645 
	
	  
	

	H₁ 
	
	0.395 
	
	0.156 
	
	0.155 
	
	1.681 
	
	0.156 
	
	119.403 
	
	1 
	
	644 
	
	< .001 
	

	


 
	ANOVA 

	Model 
	  
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 

	H₁ 
	
	Regression 
	
	337.414 
	
	1 
	
	337.414 
	
	119.403 
	
	< .001 
	

	  
	
	Residual 
	
	1819.843 
	
	644 
	
	2.826 
	
	
	
	  
	

	  
	
	Total 
	
	2157.257 
	
	645 
	
	
	
	
	
	  
	

	

	Note.  The intercept model is omitted, as no meaningful information can be shown. 


 
	Coefficients 

	Model 
	  
	Unstandardized 
	Standard Error 
	Standardized 
	t 
	p 

	H₀ 
	
	(Intercept) 
	
	5.935 
	
	0.072 
	
	
	
	82.478 
	
	< .001 
	

	H₁ 
	
	(Intercept) 
	
	3.666 
	
	0.218 
	
	
	
	16.826 
	
	< .001 
	

	  
	
	worth 
	
	0.413 
	
	0.038 
	
	0.395 
	
	10.927 
	
	< .001 
	

	


 
	Descriptives 

	  
	N 
	Mean 
	SD 
	SE 

	enjoy 
	
	646 
	
	5.935 
	
	1.829 
	
	0.072 
	

	worth 
	
	646 
	
	5.498 
	
	1.753 
	
	0.069 
	

	



 
[bookmark: correlate_categorical]Correlating categorical variables
Merle Canfield   1/23/18
Everybody knows that you can’t correlate categorical variables.  Well…except with conversions and assumptions made you can.  Dichotomous variables like gender and yes/no questions like married/not married are often given values of 1 or 2 and correlated with continuous variables (it should be recognized that the t-test and ANOVA [when X is dichotomous] the X variable is being treated as continuous).  One needs to make an assumption there is a continuum underlying the 2 values.  In the case of male/female there is a continuum from maleness to femaleness.  In most instances that seems reasonable particularly when considering psychological variables of maleness and femaleness.  For example, on the Life Sphere Questionnaire that we have worked with we can correlate gender with any of the Likert type items like fgood to enjoy and etc.  
Much of the following discussion is related to “dummy variables.”  For example, in the Fake data file that we have worked with there are four diagnostic variables – anxiety, borderline, depression, and schizophrenia.  We would like to run a canonical correlation of our four scales of anxiety, borderline, depression with those diagnostic categories.  The scales are already numerical ordinal variables (they are Likert items and most researchers are willing to treat them as interval level items).  So in canonical correlation procedure we have the canonical routine create a variate of interval variables.  We would like to correlate that set of variables with the categorical variables of the four diagnosis variables.  So in the case of each of the diagnosis if the “client” had a diagnosis of we would give that person a rating of 1 on anxiety and if that person did not have that diagnosis of we would give that person a 0 (zero).  We do that for each diagnosis.  Now we have diagnosis that we can treat as continuous variable and can compute a canonical correlation between the measurement scales of anxiety, borderline, depression, and schizophrenia with the diagnosis of anxiety, borderline, depression, and schizophrenia.  You might recall that we have already created the diagnostic dummy variables.  So the following procedure will run that routine.
Fake2020.csv
The anxdum (borddum, depdum, schizdum) variables were created in the following manner in excel.
[image: ]
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Correlation Matrix
	Pearson Correlations 

	  
	mAnx 
	mBord 
	mDep 
	mSchiz 
	anxdum 
	borddum 
	depdum 
	schizdum 

	mAnx 
	
	— 
	
	  
	
	  
	
	  
	
	  
	
	  
	
	  
	
	  
	

	mBord 
	
	0.285 
	
	— 
	
	  
	
	  
	
	  
	
	  
	
	  
	
	  
	

	mDep 
	
	0.248 
	
	0.346 
	
	— 
	
	  
	
	  
	
	  
	
	  
	
	  
	

	mSchiz 
	
	0.271 
	
	0.425 
	
	0.015 
	
	— 
	
	  
	
	  
	
	  
	
	  
	

	anxdum 
	
	0.556 
	
	-0.296 
	
	-0.146 
	
	-0.280 
	
	— 
	
	  
	
	  
	
	  
	

	borddum 
	
	-0.177 
	
	0.466 
	
	-0.046 
	
	-0.232 
	
	-0.310 
	
	— 
	
	  
	
	  
	

	depdum 
	
	-0.266 
	
	-0.143 
	
	0.633 
	
	-0.213 
	
	-0.322 
	
	-0.305 
	
	— 
	
	  
	

	schizdum 
	
	0.056 
	
	0.154 
	
	-0.285 
	
	0.824 
	
	-0.339 
	
	-0.321 
	
	-0.333 
	
	— 
	




Chapter 8  Nonparametric Statistics

	There are a number of nonparmetric correlation procedures.  The differences among these procedures occur mostly because the measurement of the variables have different scales.  Consequently, a description of the measurement follows.  Naming, counting, categorizing, and measuring are different levels of distinguishing along some continuum.  Naming or numbering different people can identify them but does not give an indication of greater or lesser on any dimension.  The same for categorizing.  Ranking implies a greater than or lesser.  An amount implies greater than or less than and also gives and indication of how much more than or less than.  You should recall, however, that in previous that some of these procedures are equivalent.  Check here for levels of measurement.
	One should recall that there is overlap as many procedures appear to be nominal scale when they are actually being treated as interval or ratio.  Go here, here and here for examples.

[bookmark: _Hlt464466740][bookmark: choose_nonpar][bookmark: _Hlt464466403]Nonparametric procedures allows one to correlate variables when their scales are nominal and ordinal.  Consequently, nonparametric procedures are used when the scale of measure of the data are only at the level of nominal or ordinal.  The output from the various programs indicate level of measurement.  



	This next example is taken from clients in a psychiatric setting and taking medications.  The notion is that specific medications should be associated with diagnosis.  Consequently, diagnosis is cross tabulated with medications taken.
Contengency Coefficient
Phi
Cramer’s V
Gamma
Kendall’s Tau - B

[image: ]

[image: ]
Apply value labels.
[image: ]
Value Labels
In the data file click on the variable that you want to put value labels on.  Click on medicat and enter the labels.  Then click on diag and enter the labels there.  Note that the previous number of the various medications have be converted to the abbreviated name of the medication that you had entered.
[image: ]

Next click on the statistics that you want to be computed.


[image: ]

Contingency Tables
	Contingency Tables 

	
	diag 
	

	medicat 
	psychotic 
	affective 
	anxiety 
	subabuse 
	adjustment 
	perdonality 
	borderline 
	deferred 
	impulse 
	Total 

	antipsc 
	
	100 
	
	59 
	
	9 
	
	16 
	
	1 
	
	0 
	
	0 
	
	0 
	
	1 
	
	186 
	

	lith 
	
	31 
	
	111 
	
	3 
	
	4 
	
	0 
	
	1 
	
	0 
	
	0 
	
	0 
	
	150 
	

	antidep 
	
	16 
	
	188 
	
	47 
	
	18 
	
	5 
	
	1 
	
	1 
	
	2 
	
	1 
	
	279 
	

	antianx 
	
	18 
	
	61 
	
	38 
	
	20 
	
	5 
	
	0 
	
	0 
	
	0 
	
	0 
	
	142 
	

	none 
	
	4 
	
	56 
	
	29 
	
	42 
	
	7 
	
	1 
	
	0 
	
	3 
	
	5 
	
	147 
	

	Total 
	
	169 
	
	475 
	
	126 
	
	100 
	
	18 
	
	3 
	
	1 
	
	5 
	
	7 
	
	904 
	

	


 
	Chi-Squared Tests 

	  
	Value 
	df 
	p 

	Χ² 
	
	366.789 
	
	32 
	
	< .001 
	

	N 
	
	904 
	
	
	
	  
	

	


 
	Nominal 

	  
	Value 

	Contingency coefficient 
	
	0.537 
	

	Phi-coefficient 
	
	NaN 
	

	Cramer's V 
	
	0.318 
	

	

	ᵃ Value could not be calculated - At least one row or column contains all zeros 


 Phi can only be calculated on a 2X2 table – see below.
	Ordinal Gamma 

	
	95% Confidence Intervals 

	Gamma 
	Standard Error 
	Lower 
	Upper 

	0.550 
	
	0.034 
	
	0.484 
	
	0.616 
	

	


 
	Kendall's Tau 

	Kendall's Tau-b 
	Z 
	p 

	0.410 
	
	14.810 
	
	< .001 
	

	



The problem with the above data is that one does not know which of the cells are significantly different. Consequently, it is not known whether the correct medications were administered to the appropriate client. Chi square (like the overall ANOVA) only indicates that some of the cells are different from some other cells. The differences must be tested pairwise. For example, the two diagnosis "affective" and "psychotic" can be compared as to whether they are receiving "antidepressive" and "antipsychotic" medications respectively. The following examples demonstrate. 
These post-hoc test are computed in a pair wise fashion – that is, in a 2X2 table.  From the above table it appears that antipsychotic medications were administered mostly to psychotic clients and antidepressive medications administered to affective disordered clients.  That can be tested in the following manner.  Those medications and clients can be selected in the following manner.  In the data window click on the name of the variable to bring up the following window.
[image: ]
The same procedure is used to select the psychotic and affective diagnosis of the client.
Again run the contingency analysis as above.
[image: ]
Selecting the same options.
[image: ]
Contingency Tables
	Contingency Tables 

	
	medicat 
	

	diag 
	antipsc 
	antidep 
	Total 

	psychotic 
	
	100 
	
	16 
	
	116 
	

	affective 
	
	59 
	
	188 
	
	247 
	

	Total 
	
	159 
	
	204 
	
	363 
	

	


 
	Chi-Squared Tests 

	  
	Value 
	df 
	p 

	Χ² 
	
	124.535 
	
	1 
	
	< .001 
	

	N 
	
	363 
	
	
	
	  
	

	


 
	Nominal 

	  
	Value 

	Contingency coefficient 
	
	0.505 
	

	Phi-coefficient 
	
	0.586 
	

	Cramer's V 
	
	0.586 
	

	


 
	Ordinal Gamma 

	
	95% Confidence Intervals 

	Gamma 
	Standard Error 
	Lower 
	Upper 

	0.904 
	
	0.028 
	
	0.849 
	
	0.959 
	

	


 



[bookmark: equivalence2]Again equivalence of various correlations.
[image: ]
	Kendall's Tau 

	Kendall's Tau-b 
	Z 
	p 

	0.586 
	
	11.144 
	
	< .001 
	

	



[image: ]
In the 2 X 2 contingency table above one can test whether there is a differential administration of medications to clients with different diagnoses. It was mentioned above that when the contingency table was large one could not determine which of the cells were significantly different from other specific cells. In the case of the 2 X 2 one can make such a determination. The Chi Square will determine whether cells A and D are different that cells B and C (see small table above for reference). If cells A and D are different than cells B and C one concludes that medications of antipsychotic and antianxiety were differentially administered to clients with psychotic and affective disorders. 

B. [bookmark: nonparametric_tests]Nonparametric Tests Among Groups
 

Sample Data 1.  The following data is used in some of the examples below:
The data set is creleq1.csv as follows:


[image: ]


 
	The Mann-Whitney U tests determines whether there is a significant difference between the mean ranks of the two groups.  In the data above the two groups are hospitalized clients and non-hospitalized people.  The write-up for the above results should contain the following:
	Results of the Mann-Whitney U test indicate that there is a significant difference between the hospitalized and non-hospitalized subjects (U=20.00, z=-2.30, p=.02).  
Nonparametric Correlations
The data are from the above data set.
[image: ]

Spearman’s rho
Kendall’s tau-b
[image: ]
Correlation
	Correlation Table 

	Variable 
	  
	fear 
	angry 

	1. fear 
	
	n 
	
	— 
	
	
	

	
	
	Spearman's rho 
	
	— 
	
	
	

	
	
	p-value 
	
	— 
	
	  
	

	
	
	Kendall's Tau B 
	
	— 
	
	
	

	
	
	p-value 
	
	— 
	
	  
	

	2. angry 
	
	n 
	
	20 
	
	— 
	

	
	
	Spearman's rho 
	
	0.683 
	*** 
	— 
	

	
	
	p-value 
	
	< .001 
	
	— 
	

	
	
	Kendall's Tau B 
	
	0.578 
	** 
	— 
	

	
	
	p-value 
	
	0.001 
	
	— 
	

	

	* p < .05, ** p < .01, *** p < .001 


 

Mann-Whitney U test Again
[image: ]

[image: ]

	The Mann-Whitney U tests determines whether there is a significant difference between the mean ranks of the two groups.  In the data above the two groups are hospitalized clients and non-hospitalized people.  The write-up for the above results should contain the following:
	Results of the Mann-Whitney U test indicate that there is a significant difference between the hospitalized and non-hospitalized subjects (U=80.00, p=.024, ES=.60).  


The do a Kruscal-Wallis test




[image: ]

[image: ]
[image: ]

[image: ]
The Kruskal-Wallis test determines whether there is a significant difference among mean ranks of two or more unrelated groups. 	In the data above the two groups are hospitalized clients and non-hospitalized people.  The write-up for the above results should contain the following:

	Results of the Kruskal-Wallis test indicate that there is a significant difference between hospitalized and non-hospitalized subjects.  The obtained , statistic = 5.278, df=1, was significant at the .022 level.  

M&M 
M & Ms  Revised for JASP
M&MchisquareRevisedJASP.docx
A goodness of fit example.
Canfield 10-5-18
How many of each color are their?
Here is what Josh Madison says:  http://joshmadison.com/mms-color-distribution-analysis/
“After wondering about it a little more, I checked out M&M’s web site. According to it, each package of Milk Chocolate M&M’s should contain 24% blue, 14% brown, 16% green, 20% orange, 13% red, and 14% yellow M&M’s.”
However, in this problem we are first going to check against an equal number of each color.  In a later analysis we will check to against Josh’s numbers.  No it turns out that there are to different plants with different percentages producted.

Set up excel file like this:
[image: ]

Enter M&M data like so:
[image: ]

The following example uses data file:  chitest1.csv

The colored M&Ms are not equally distribuated.
Will they match Josh’s percentages?

24 corresponds with blue
14 brown
16 green
20 orange
13 red
14 yellow
And our results are:
Specify them like this:

[image: ]

Here you want NO significant difference.

Psychotherapy Example
The purpose of this exercise is to show how the nature of the data impacts which statistics one uses and how that then impacts the final results.  The data to be used is a set of ratings of three therapists talking with the same client then a forth ___ is added with a different therapist as well as a different client.  The purpose here is demonstrate how the numbers themselves (data) can change outcomes.  The ratings themselves were produced by comparing words to a lexicon with computer ratings of transcribed talk.  Each interview was about 30 minutes in length.  The computer lexicon contains about 25,000 words that were selected from psychotherapy sessions.  They were rated on 5 dimensions either positive or negative on a 0 (zero) to 8 (eight) scale.  The ratings of the were summarized for each utterance (turn-taking style) of the client and therapist.  A half an hour produces between about 70 and 150 turns.  You will observe in the following data analysis.  For a detailed description to www.Psychcoder.com and click on documentation.  The data that will be referenced in this example can be downloaded here.
The following is a screen shoot of the file names and a few rows of data:

[image: ]
[image: ]
In the actual file the rows line so that the rows line up horizontally where the clients speaks first and the therapist responds.  The columns are the same for each speaker with the number 2 added to the identification of the therapist.  The PLY and Dicho were generated for purposes of this discussion.  For example, the column for the client (top set) labeled emopPLY was generated from the client response emop.  The label emop is a “positive emotional response.”  And the comparable variable for the therapist in the second data set labeled emop2PLY represents the therapists’ response.
The emopPLY is a polytomous variable with 6 categories: (1) emop indicates a positive emotional response, (2) the “E” and subsequent “P”, “R”, and “Q” are the first letter of the therapists last name, (3) the “1” indicates an affirmative response.  Consequently, there are 8 possible responses in this column. In JASP it looks like this:

More detail on the data set.
Download the “sideXsideClientTherLNelpero+DichoX.csv” from psy605q.com.  Get it from the “Data” tab.
Some of the columns have been created by calculations of other variables.  For example, 
[image: ]
Ellis is the therapist for sess=1.  Copy and paste b2 all the way down to the end of Ellis’ data.
[image: ]
Then change the computation as follows and then copy and paste that to the end of Perls’ data.
[image: ]
Down to here:
[image: ]
Do this for PRFM (performance) and RWRD (reward) and PRFM2 and RWRD2.
Then perform Contingency Coefficient comparing PRFM to PRFM2 and RWRD to RWRD2.
The correlate PRFM with PRFM2 and RWRD with RWRD2.    These two calculations indicate the degree to which the therapist “follows” the client.
Then select the therapists one at a time and run these same procedures.
[image: ]
The above runs are computed on previous variables for demonstration.
Contingency coefficient on emop and emop2 for Ellis:
[image: ]
Procedure
[image: ]
This indicates that Ellis did not “follow” the client.
	Pearson's Correlations 

	Variable 
	  
	emop 
	emop2 

	1. emop 
	
	Pearson's r 
	
	— 
	
	
	

	
	
	p-value 
	
	— 
	
	  
	

	2. emop2 
	
	Pearson's r 
	
	0.131 
	
	— 
	

	
	
	p-value 
	
	0.021 
	
	— 
	

	



All three therapists combined followed slightly
[image: ]
All therapists
Correlation coefficient on original data 
[image: ]
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	Binomial Test 

	Variable 
	Level 
	Counts 
	Total 
	Proportion 
	p 

	emopPLY 
	
	0 
	
	1 
	
	309 
	
	0.003 
	
	< .001 
	

	  
	
	emopE0 
	
	8 
	
	309 
	
	0.026 
	
	< .001 
	

	  
	
	emopE1 
	
	31 
	
	309 
	
	0.100 
	
	< .001 
	

	  
	
	emopP0 
	
	40 
	
	309 
	
	0.129 
	
	< .001 
	

	  
	
	emopP1 
	
	80 
	
	309 
	
	0.259 
	
	< .001 
	

	  
	
	emopQ0 
	
	21 
	
	309 
	
	0.068 
	
	< .001 
	

	  
	
	emopQ1 
	
	58 
	
	309 
	
	0.188 
	
	< .001 
	

	  
	
	emopR0 
	
	10 
	
	309 
	
	0.032 
	
	< .001 
	

	  
	
	emopR1 
	
	60 
	
	309 
	
	0.194 
	
	< .001 
	

	

	Note.  Proportions tested against value: 0.5. 


 

[image: ]
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Nonparametric Overview
What nonparametric statistic use with what type of question with what kind of data?
1. M&Ms (data; red, green, etc), 1 cup full, what is the distribution (percentage of each color).
a. Run this without specifying percentages.  It gives you the percentages but it also automatically tests against an equal percentage of each category.
b. If you know the percentages that the Mars Candy company indicates the percentage then enter those percentages.  You must realize that different M&M plants produce different percentages.  When you use this method you DO NOT find a significant difference.
c. Similar studies could use both models (a and b above).  For example, you may want to know the number of Republicans, Democrats, and Undecided in the state of Kansas – run the “a” procedure above.  But then you might want to compare your present sample the one that you ran last year – then you run the “b” procedure above using the percentages from last year.
2. Psychotherapy data set with converted variables – This set of data has been sliced and diced in a number of different ways.  First there are the client statements (on the 10 different dimensions) then there are the responses of the therapist to the client.  Next it is noted that there are 4 different therapists responding.  Next some the these numeric continuous rated responses have been converted to categorical labels (polynomial) for both client and therapist.  Further, some of the categorical labels have been further recoded and dichotomous categories.
a. Similar to “a” above with M&Ms you could compare (and test the significance) among the client responses when interviewed by each of the different therapists.  You will also get differences on “no (zero) responses”.  In order to compare in pair of responses you must further break the problem into 2X2 matrices.
b. Since we have the therapist response to the client and can make this comparison for a single therapist at a time or all at once by using the contingency coefficient.  However, it should also be noted that we could move to a parametric model and perform cross-lag correlations that would be comparable to conditional probably results of the contingency coefficient.



[bookmark: _Hlk52955249]Chapter 9  Reliability

	Reliability “is the consistency or precision with which the test or assessment method measures what it claims to measure. “  It should be recognized that this is not validity – measuring what a test purports to measure
Four types of reliability will be discussed in terms of classical test theory. The four types discussed are: (1) split-half, (2), parallel forms, (3) test-retest, and (4) internal consistency. These four methods can be reduced to basically two methods: (1) the reliability coefficient (split-half, parallel forms, and test-retest) and the standard error of measurement (internal consistency). The reliability coefficient assesses the degree that one test or part of test can predict another and uses some correlational method. The standard error of measurement assesses the degree that an individuals scores varies over parallel tests and uses ANOVA methods (although it has been shown in chapters 2 and 3 that these methods are different parts of the general linear model). 
A notion of parallel tests is needed understand this section. A test is made up of items that are designed to measure psychological attributes. A test designed to measure a single attribute is called a univariate test --all items on the test are intended to measure the same thing. The Beck Depression Scale is such a test -- it is designed to measure the attribute of depression. A test that is designed to measure more than one attribute is called a multivariate test -- the MMPI is such a test with its many subscales. The idea of parallel tests is that two tests measure the same attribute. Since they measure the same thing they are identical or parallel. You should note that the split-half and parallel tests are similar. When a tests is split into two part (split-half) the two halves become parallel tests (in this chapter they can be thought of as the same concept).  It is this notion of parallel items (or interchangable items) that we are testing when we assess reliability. 
Reliability is a problem because psychological characteristics can't be measured perfectly. When considering psychological attributes, there is considerable unreliability. And the error in measurement is a problem that you must deal with in some way. 

The calculations of Alpha and Omega
As De Vellis said in a few words “…scale reliability is the proportion of variance attributable to the true score of the latent variable.”  
[image: ]
From 1955 to today Cronbach’s Alpha has been the major procedure for calculating reliability.  However, it has always been known that Alpha contained two assumptions that could result in unreliability.  These assumptions were Tau-equivalence and zero correlation among error variance.  Unmet Tau-equivalence often lead to a reliability estimate too low and correlations among error variance often leads to an over estimation of reliability.  McDonald in 1984 presented a solution that is now referred to as McDonald’s Omega.  This method takes lack of Tau-equivalence and correlated error into account and solves the for the correct estimated reliability.  However, it does assume a single factor for each construct or congeneric related variables.  The estimated reliability is the mean factor loadings.
Using the software JASP procedures to estimate reliability
So our first subtest (of 4) will be made up of: fearful, angry, confuse, sad, insecure, and worried.  Consequently, run a Cronbach’s alpha on that data set.  Drawn from the data set LSQ_TK.csv.
[image: ]
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[image: ]

This next section is shows how the item-rest correlation for worried correlates with the rest of the subtest (0.683).
“From the perspective of reliability, we prefer to have items that have high discrimination values over those that have low discrimination values. There are various ways of operationalizing an item’s discrimination, one of which is the item– total correlation. We can compute the total score on a test (see Table 7.3) and then compute the correlation between an item and this total test score. The resulting correlation is called an item– total correlation, and it represents the degree to which differences among persons’ responses to the item are consistent with differences in their total test scores. A high item– total correlation indicates that the item is consistent with the test as a whole (which of course is a function of all of the items within the test), which is a desirable characteristic. In contrast, a low item– total correlation indicates that the item is inconsistent with the test as a whole, which would be an undesirable characteristic from the perspective of reliability.”

Furr, R. Michael. Psychometrics: An Introduction (Kindle Locations 7727-7735). SAGE Publications. Kindle Edition.


Calculating the “Item-Rest Correlation.”   Scroll over to the end of the columns and click on the plus sign.  
Scroll in the left hand column containing the variable list until you find fearful; click on fearful and then click on the plus sign (circled); then scroll to angry and click on that.  Continue with that process until all of the variables desired for the subtest (identified by the factor one indicated above).  


Calculating the “Item-Rest Correlation.”   Scroll over to the end of the columns and click on the plus sign.  And the following popup will appears
[image: ]
[image: ]
Type the name of the new variable in the Name: box.  In this instance negemo.  Then click on Create.
[image: ]
Scroll in the left hand column containing the variable list until you find fearful; click on fearful and then click on the plus sign (circled); then scroll to angry and click on that.  Continue with that process until all of the variables desired for the subtest (identified by the factor one indicated above).  
[image: ]
[image: ]
Note that the Pearson’s r is 0.683 corresponding to Cronbach’s alpha output from above.
[image: ]



Calculating the “Item-Rest Correlation.”   Scroll over to the end of the columns and click on the plus sign.  And the following popup will appears
[image: ]
[image: ]
Type the name of the new variable in the Name: box.  In this instance negemo.  Then click on Create.
[image: ]
Scroll in the left hand column containing the variable list until you find fearful; click on fearful and then click on the plus sign (circled); then scroll to angry and click on that.  Continue with that process until all of the variables desired for the subtest (identified by the factor one indicated above).  
[image: ]
[image: ]
Note that the Pearson’s r is 0.683 corresponding to Cronbach’s alpha output from above.
[image: ]


Again when you want to create new variable meanF1 put this command in the second row of the new variable meanF1.
COMPUTE THE MEAN WHEN THEIR MIGHT BE MISSING VALUES
Excel’s AGGREGATE function can perform a range of different operations on other cells, and offers customizable options that won’t work with AVERAGE. Unlike most functions, however, AGGREGATE requires an unintuitive syntax that uses specific numbers to turn on particular options. For the problem at hand, you’ll need a formula that starts with the line
=AGGREGATE(1, 6,
the number 1 in the first position tells the formula to create an average, and the 6 in the second position tells it to ignore cells with errors (missing values). There’s no math being applied with the numbers 1 and 6, they only serve as option switches. After the second comma, put in the cells or range of cells you want averaged using the same syntax as with the AVERAGE function: for example, A1:A3 for a range between the two listed cells, or A1, A2, A3 to specify individual cells. Close the parentheses to create a formula such as
=AGGREGATE(1,6, A2,C2,J2) – this assumes that you have headers in row 1.  You place this command in the column where you want the new variable.  Then you copy that and paste it in the remainder of the rows in the new column that you want.  It will then put the mean in that column.


Dealing with missing values in Excel.
[image: ]
And the fill in the remainder of negemo with the formula calculation.
[image: ]
[image: ]






Note that the Pearson’s r is 0.665 corresponding to Cronbach’s alpha output from above.

Also given here is the multiple regression of a single item (worried) with the rest of the subtest.  This data is given in SPSS but not in JASP.  “two additional kinds of information regarding each item’s contribution to the internal consistency reliability of the test. Although a full description is beyond the scope of this chapter, the “squared multiple correlation” is another index of the degree to which an item is linked to the other items. For readers who are familiar with multiple regression, these values are the R2 values obtained when predicting “scores” on each item from the scores on all of the other items (e.g., predicting responses to Item 1 from the responses to Items 2 − 5). These values can range from 0 to 1.0, with larger values typically preferred (although this index does not differentiate between positive and negative associations among items).”   THE SECOND IS CRONBACH’S ALPHA.

Furr, R. Michael. Psychometrics: An Introduction (Kindle Locations 7778-7783). SAGE Publications. Kindle Edition.
Another example of assessing reliability of a generated subtest made up of steady, health, hands, produtiv, 
[image: ]
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Took out spur.
[image: ][image: ]

And another one showing items whose directions are in opposing directions.  Thus, demonstration the notion of “reversing items.”
[image: ]
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A second method to deal with reversing items.
[bookmark: reverseitems]REVERSE ITEMS
It is important when assessing reliability the scales of all items in a subtests are orientated in the same direction.  For example,  if most items are like: “I am happy… I feel good about myself..etc” and then one item is in the opposite like: “I am sad” then the “I am sad” item needs to be reversed.  This procedure shows how to do that.  [NOTICE Notice at the moment is somewhat incomplete.]
Create a new column (variable) worthr
Then in worthr  = (8 – worth) when the scale is 0 to 8.
Then in worthr  = (6 – worth) when the scale is 1 to 5.
Now a quick reliability run.
[bookmark: reliabilityAlpha]This demonstrates Cronbach’s Alpha reliability.  The data comes from the “Fake Data Set”
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Results
Single-Test Reliability Analysis
	Frequentist Scale Reliability Statistics 

	Estimate 
	McDonald's 
	Cronbach's 
	Average interitem correlation 

	Point estimate 
	
	0.837 
	
	0.806 
	
	0.454 
	

	95% CI lower bound 
	
	0.801 
	
	0.768 
	
	0.389 
	

	95% CI upper bound 
	
	0.865 
	
	0.839 
	
	0.515 
	

	

	Note.   Of the observations, pairwise complete cases were used. McDonald's estimation method switched to PFA because the CFA did not find a solution. 

	Frequentist Individual Item Reliability Statistics 

	
	If item dropped 
	

	Item 
	Cronbach's 
	Item-rest correlation 

	eworthless 
	
	0.736 
	
	0.698 
	

	efeelsad 
	
	0.706 
	
	0.790 
	

	elostint 
	
	0.754 
	
	0.644 
	

	eworry 
	
	0.870 
	
	0.228 
	

	edying 
	
	0.746 
	
	0.663 
	

	




Results
Single-Test Reliability Analysis
	Frequentist Scale Reliability Statistics 

	Estimate 
	McDonald's 
	Cronbach's 
	Average interitem correlation 

	Point estimate 
	
	0.874 
	
	0.870 
	
	0.625 
	

	95% CI lower bound 
	
	0.844 
	
	0.843 
	
	0.564 
	

	95% CI upper bound 
	
	0.900 
	
	0.893 
	
	0.684 
	

	

	Note.   Of the observations, pairwise complete cases were used. McDonald's estimation method switched to PFA because the CFA did not find a solution. 

	Frequentist Individual Item Reliability Statistics 

	
	If item dropped 
	

	Item 
	Cronbach's 
	Item-rest correlation 

	eworthless 
	
	0.828 
	
	0.737 
	

	efeelsad 
	
	0.793 
	
	0.821 
	

	elostint 
	
	0.851 
	
	0.679 
	

	edying 
	
	0.859 
	
	0.657 
	

	


Writeup for reliability of Depression subscale of the Fake Data Questionnaire

The Fake Diagnostic Questionnaire  (FDQ) was developed by graduate students in 2013 and has been updated each year since.  Each year students of the Data Analysis class complete the questionnaire 4 times and on each completion they assume a different diagnostic set of symptoms of Anxiety, Borderline, Depression or Schizophrenia.  That is they fake the diagnostic symptoms while completing the assessment.  This analysis was designed to assess the reliability of the Depression subtest of FDQ.    There were 208 completions of the questionnaire and Cronbach’s was computed on that set.    The alpha obtained from this analysis was .87 indicating a reliable instrument for this population of participants.
Results
Single-Test Reliability Analysis
	Frequentist Scale Reliability Statistics 

	Estimate 
	McDonald's 
	Cronbach's 
	Average interitem correlation 

	Point estimate 
	
	0.863 
	
	0.859 
	
	0.670 
	

	95% CI lower bound 
	
	0.827 
	
	0.827 
	
	0.601 
	

	95% CI upper bound 
	
	0.893 
	
	0.885 
	
	0.730 
	

	

	Note.   Of the observations, pairwise complete cases were used. McDonald's estimation method switched to PFA because the CFA did not find a solution. 

	Frequentist Individual Item Reliability Statistics 

	
	If item dropped 
	

	Item 
	Cronbach's 
	Item-rest correlation 

	eworthless 
	
	0.830 
	
	0.705 
	

	elostint 
	
	0.844 
	
	0.685 
	

	efeelsad 
	
	0.725 
	
	0.813 
	

	



Assessing split half reliability
In order to assess split half the two subtests (click link for creating subtests) need to be created in the file that you are working with.
Split-half Method
Using this method you take half the items, and correlate them with the other half and that correlation is the index of reliability. The assumption is that all the items are measuring a single variable. Because the items should be comparable they should be considered interchangeable.  It should be noted, however, that is this interchanability that we are testing when we test reliability. 
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The split half reliability was .775.


Chapter 10 Validity

Validity of Psychological Scales
Text books on scale validity often present types of validity as separate types of validity without showing the centrality of the concept as a single entity.  When it is presented as a single concept construct validity is presented as representative.  The “standards of validity” first established by a collaboration of psychological (from American Psychological Association), educators (American Education Research Association), and statisticians continues. “The Standards are now in their sixth edition (AERA, APA, & NCME, 2014). With a new edition published roughly every ten to 12 years, the Standards guide test development practice and evaluation as the only comprehensive, broadly accepted, authoritative compilation of best practices available.  Cizek, Gregory J.. Validity (p. 20). Taylor and Francis. Kindle Edition.”  For example a concept like diagnosis of individual will result in specific sets of behaviors.  At the same time types of validity will contribute to the construct of diagnosis.  That is, there are predictive sets; there are concurrent set; a constrluct.  These are procedures of obtaining the overall construct of diagnosis.  There is convergent validity and discriminant validity leading to construct validity.  Further, Campbell and Fiske () state “Reliability is the agreement between two efforts to measure the same trait through maximally similar methods. Validity is represented in the agreement between two attempts to measure the same trait through maximally different methods. A split-half reliability is a little more like a validity coefficient than is an immediate test-retest reliability, for the items are not quite identical. A correlation between dissimilar subtests is probably a reliability measure, but is still closer to the region called validity.”
This chapter starts with an analysis that could be referred to as concurrent or predictive validity.  We would like to construct a scale that would predict the diagnosis of depression.  We genereate the following items:  
________________________________________________
Depressive items from the Fake Data Scale
I often think about dying. - edying
I have lost interest in things I once enjoyed. - elostint
I feel worthless. - eworthless
I feel sad most of the time. -  efeelsad
_____________________________________________________

We administer that test to groups of people who have the diagnosis of depression and to other people who might have a different diagnosis.  This set of calculations starts with most specific and leading to the most general (construct validity).  The results are as follows:
T-test
	The data is from “fakedata” that is available on Moodle.  The first example is a t-test suggesting concurrent validity.  The item “I feel sad most of the time” with responses of SA A N D SD converted to 1, 2, 3, 4 or 5.  The other variable “depdum” indicates that the responded identified either as being depress (1) or another diagnosis (0).


	




[image: ]

Group 1 identified as having a diagnosis of depression while group identfified as having a different diagnosis.
This test of concurrent validity shows that people with the diagnosis of depression had a significantly higher score on the item ___ than those who did not have the diagnosis of depression.  The mean of 4.493 for depressed people was significantly higher (p<.001) than the mean of 2.679 for those without the diagnosis of depression.  The effect size of d = -1.557 demonstrates strong support the validity of the item assessing depression.

Correlation

[image: ]
	Pearson's Correlations 

	Variable 
	  
	efeelsad 
	depdum 

	1. efeelsad 
	
	Pearson's r 
	
	— 
	
	
	

	
	
	p-value 
	
	— 
	
	  
	

	2. depdum 
	
	Pearson's r 
	
	0.562 
	*** 
	— 
	

	
	
	p-value 
	
	< .001 
	
	— 
	

	

	* p < .05, ** p < .01, *** p < .001 



This test of concurrent validity shows that people with the diagnosis of depression had a significantly higher score on the item ___ than those who did not have the diagnosis of depression.  The mean of 4.493 for depressed people was significantly higher (p<.001) than the mean of 2.679 for those without the diagnosis of depression.  The of the item with depression or not having depression demonstrates strong support the validity of the item assessing depression.
Regression – as a predictive or concurrent validity procedure
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Multiple regression
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The variable eworry was eliminated because the negative relationship.
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When eworry was removed edying became negative and it was removed.
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Linear Regression
	Model Summary - benefitd 

	Model 
	R 
	R² 
	Adjusted R² 
	RMSE 

	H₀ 
	
	0.000 
	
	0.000 
	
	0.000 
	
	2.023 
	

	H₁ 
	
	0.838 
	
	0.702 
	
	0.694 
	
	1.119 
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Predictive or concurrent method of estimating validity utilizing Logistic Regression


Predictive or concurrent method of estimating validity utilizing Discriminant Analysis
Validity when items predict known groups.
Predict to known is the following manner.

Three Exploratory Factor Analysis Validity Runs

PSQ
The items for the PSQ (Psychotherapy Session Questionnaire follow:
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	Exploratory Factor Analysis
	
	
	

	
	
	
	
	
	
	
	

	Chi-squared Test

	
	Value
	df
	p

	Model
	
	732.592
	
	151
	
	< .001
	

	 

	
	
	
	
	
	
	
	

	Factor Loadings

	
	Factor 1
	Factor 2
	Uniqueness

	interest
	
	
	
	0.8
	
	0.289
	

	accepted
	
	
	
	0.871
	
	0.321
	

	knewtalk
	
	
	
	0.849
	
	0.281
	

	comfort
	
	
	
	0.897
	
	0.292
	

	clear
	
	
	
	0.858
	
	0.313
	

	listened
	
	
	
	0.853
	
	0.249
	

	talkalot
	
	
	
	
	
	0.791
	

	specific
	
	
	
	0.672
	
	0.49
	

	samtrack
	
	
	
	0.828
	
	0.301
	

	hopeful
	
	0.664
	
	
	
	0.348
	

	plan
	
	0.784
	
	
	
	0.344
	

	fltbetr
	
	0.809
	
	
	
	0.268
	

	solvable
	
	0.879
	
	
	
	0.305
	

	togoals
	
	0.906
	
	
	
	0.246
	

	recogniz
	
	0.63
	
	
	
	0.478
	

	involved
	
	0.699
	
	
	
	0.275
	

	newways
	
	0.813
	
	
	
	0.345
	

	past
	
	0.744
	
	
	
	0.571
	

	relates
	
	0.627
	
	
	
	0.638
	

	benefitd
	
	0.782
	
	
	
	0.241
	

	 

	Note.  Applied rotation method is promax.

	
	
	
	
	
	
	
	

	Factor Loadings (Structure Matrix)
	
	

	
	Factor 1
	Factor 2
	
	

	interest
	
	0.596
	
	0.842
	
	
	

	accepted
	
	0.507
	
	0.822
	
	
	

	knewtalk
	
	0.564
	
	0.848
	
	
	

	comfort
	
	0.511
	
	0.839
	
	
	

	clear
	
	0.527
	
	0.828
	
	
	

	listened
	
	0.589
	
	0.867
	
	
	

	talkalot
	
	0.402
	
	0.43
	
	
	

	specific
	
	0.509
	
	0.713
	
	
	

	samtrack
	
	0.564
	
	0.836
	
	
	

	hopeful
	
	0.794
	
	0.637
	
	
	

	plan
	
	0.81
	
	0.561
	
	
	

	fltbetr
	
	0.854
	
	0.606
	
	
	

	solvable
	
	0.832
	
	0.515
	
	
	

	togoals
	
	0.868
	
	0.546
	
	
	

	recogniz
	
	0.716
	
	0.549
	
	
	

	involved
	
	0.837
	
	0.673
	
	
	

	newways
	
	0.809
	
	0.536
	
	
	

	past
	
	0.646
	
	
	
	
	

	relates
	
	0.601
	
	
	
	
	

	benefitd
	
	0.866
	
	0.647
	
	
	

	 
	
	

	Note.  Applied rotation method is promax.
	
	

	
	
	
	
	
	
	
	

	Factor Characteristics

	
	SumSq. Loadings
	Proportion var.
	Cumulative

	Factor 1
	
	6.665
	
	0.333
	
	0.333
	

	Factor 2
	
	5.95
	
	0.297
	
	0.631
	

	 

	
	
	
	
	
	
	
	

	Factor Correlations
	
	

	
	Factor 1
	Factor 2
	
	

	Factor 1
	
	1
	
	0.699
	
	
	

	Factor 2
	
	0.699
	
	1
	
	
	

	 
	
	

	
	
	
	
	
	
	
	

	Additional fit indices

	RMSEA
	RMSEA 90% confidence
	TLI
	BIC

	0.1
	
	0.091 - 0.105
	
	0.89
	
	-172.119
	



Requesting 3 factors did not sperate “talkalot”, “specific”, “past” and “relates.”  While the following 4 factor run place “talkalot” and “specific” into a factor and “past” and “relates” into another factor in the following out.  May indicate the need for more items around stronger guidance from the therapist and a more “dynamic” stance of getting more historical information.  The following information is changed from the above run.  Also such a run increases the percentage of variance accounted for from 63.1 percent to  69.5 percent.
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	Value
	df
	p
	
	
	

	
	361.5
	
	116
	
	< .001
	
	
	
	

	 
	
	
	

	
	
	
	
	
	
	
	
	
	

	

	
	Factor 1
	Factor 2
	Factor 3
	Factor 4
	Uniqueness

	
	
	
	0.631
	
	
	
	
	
	0.273

	
	
	
	0.739
	
	
	
	
	
	0.324

	
	
	
	0.908
	
	
	
	
	
	0.229

	
	
	
	0.978
	
	
	
	
	
	0.237

	
	
	
	0.82
	
	
	
	
	
	0.311

	
	
	
	0.856
	
	
	
	
	
	0.235

	
	
	
	
	
	
	
	0.481
	
	0.681

	
	
	
	
	
	
	
	0.58
	
	0.33

	
	
	
	0.686
	
	
	
	
	
	0.298

	
	0.864
	
	
	
	
	
	
	
	0.277

	
	0.858
	
	
	
	
	
	
	
	0.284

	
	0.888
	
	
	
	
	
	
	
	0.235

	
	0.913
	
	
	
	
	
	
	
	0.284

	
	0.91
	
	
	
	
	
	
	
	0.229

	
	0.611
	
	
	
	
	
	
	
	0.476

	
	0.576
	
	
	
	
	
	
	
	0.28

	
	0.756
	
	
	
	
	
	
	
	0.348

	
	
	
	
	
	0.743
	
	
	
	0.312

	
	
	
	
	
	0.904
	
	
	
	0.235

	
	0.609
	
	
	
	
	
	
	
	0.223

	 

	 

	
	
	
	
	
	
	
	
	
	

	
	

	
	Factor 1
	Factor 2
	Factor 3
	Factor 4
	

	
	0.595
	
	0.823
	
	
	
	0.689
	
	

	
	0.519
	
	0.811
	
	
	
	0.6
	
	

	
	0.587
	
	0.867
	
	
	
	0.458
	
	

	
	0.518
	
	0.864
	
	
	
	0.446
	
	

	
	0.531
	
	0.829
	
	
	
	0.539
	
	

	
	0.599
	
	0.873
	
	
	
	0.531
	
	

	
	
	
	
	
	
	
	0.557
	
	

	
	0.496
	
	0.688
	
	
	
	0.773
	
	

	
	0.568
	
	0.821
	
	
	
	0.643
	
	

	
	0.832
	
	0.621
	
	0.431
	
	0.462
	
	

	
	0.83
	
	0.52
	
	0.484
	
	0.571
	
	

	
	0.872
	
	0.587
	
	0.534
	
	0.462
	
	

	
	0.842
	
	0.493
	
	0.54
	
	0.422
	
	

	
	0.874
	
	0.513
	
	0.566
	
	0.516
	
	

	
	0.717
	
	0.526
	
	0.479
	
	0.477
	
	

	
	0.824
	
	0.653
	
	0.625
	
	0.551
	
	

	
	0.804
	
	0.513
	
	0.566
	
	0.462
	
	

	
	0.585
	
	
	
	0.82
	
	
	
	

	
	0.534
	
	
	
	0.873
	
	
	
	

	
	0.847
	
	0.638
	
	0.692
	
	0.47
	
	

	 
	

	 
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	

	
	SumSq. Loadings
	Proportion var.
	Cumulative
	
	
	

	
	5.921
	
	0.296
	
	0.296
	
	
	
	

	
	5.27
	
	0.263
	
	0.56
	
	
	
	

	
	1.608
	
	0.08
	
	0.64
	
	
	
	

	
	1.1
	
	0.055
	
	0.695
	
	
	
	

	 
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	

	
	Factor 1
	Factor 2
	Factor 3
	Factor 4
	

	
	1
	
	0.679
	
	0.699
	
	0.659
	
	

	
	0.679
	
	1
	
	0.455
	
	0.731
	
	

	
	0.699
	
	0.455
	
	1
	
	0.516
	
	

	
	0.659
	
	0.731
	
	0.516
	
	1
	
	

	 
	





Exploratory Factor Analysis using Fake Data
There were 16 items in the “Fake Date” questionnaire as follows.
I worry most of the time.] - worry
I often think about dying.] - edying
I often act without thinking of the consequences.]  - econseq
I know things that no one else knows.] - enobodyNo
I feel jumpy.]  - jumpy
I have little need to socialize with other people.]  - esocializ
I often experience sudden, intense mood swings.] - emoodswing
I feel that people are out to get me.] - egetme
I have lost interest in things I once enjoyed.] - elostint
I do not have a good relationship with my family.] - efamily
I feel my mind racing.] - mindrace
I feel worthless.] - eworthless
I sometimes see or hear things no one else can see or hear.] - eseethings
I feel sad most of the time.] -  efeelsad
I struggle to maintain a romantic relationship.] - eromance
I have difficulty concentrating.] – concentrate
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Exploratory Factor Analysis
	Chi-squared Test 

	  
	Value 
	df 
	p 

	Model 
	
	11513.118 
	
	87 
	
	< .001 
	

	


 
	Factor Loadings 

	  
	Factor 1 
	Factor 2 
	Factor 3 
	Factor 4 
	Uniqueness 

	eworry 
	
	  
	
	  
	
	0.681 
	
	  
	
	0.485 
	

	edying 
	
	0.694 
	
	  
	
	  
	
	  
	
	0.435 
	

	dyelost 
	
	0.930 
	
	  
	
	  
	
	  
	
	0.128 
	

	econseq 
	
	  
	
	  
	
	  
	
	0.819 
	
	0.307 
	

	enobodyNo 
	
	  
	
	0.811 
	
	  
	
	  
	
	0.248 
	

	ejumpy 
	
	  
	
	  
	
	0.762 
	
	  
	
	0.349 
	

	esocializ 
	
	0.499 
	
	0.425 
	
	  
	
	  
	
	0.621 
	

	emoodswing 
	
	  
	
	  
	
	  
	
	0.748 
	
	0.464 
	

	egetme 
	
	  
	
	0.774 
	
	  
	
	  
	
	0.305 
	

	elostint 
	
	0.842 
	
	  
	
	  
	
	  
	
	0.317 
	

	efamily 
	
	  
	
	  
	
	  
	
	0.588 
	
	0.552 
	

	emindrace 
	
	  
	
	  
	
	0.853 
	
	  
	
	0.224 
	

	eworthless 
	
	0.785 
	
	  
	
	  
	
	  
	
	0.312 
	

	sadless 
	
	0.922 
	
	  
	
	  
	
	  
	
	0.112 
	

	eseethings 
	
	  
	
	0.948 
	
	  
	
	  
	
	0.126 
	

	efeelsad 
	
	0.888 
	
	  
	
	  
	
	  
	
	0.211 
	

	eromance 
	
	  
	
	  
	
	  
	
	0.606 
	
	0.420 
	

	econcentrate 
	
	  
	
	  
	
	0.531 
	
	  
	
	0.628 
	

	

	Note.  Applied rotation method is promax. 




	Factor Characteristics 

	  
	SumSq. Loadings 
	Proportion var. 
	Cumulative 

	Factor 1 
	
	4.940 
	
	0.274 
	
	0.274 
	

	Factor 2 
	
	2.590 
	
	0.144 
	
	0.418 
	

	Factor 3 
	
	2.103 
	
	0.117 
	
	0.535 
	

	Factor 4 
	
	2.123 
	
	0.118 
	
	0.653 
	

	


 
	Factor Correlations 

	  
	Factor 1 
	Factor 2 
	Factor 3 
	Factor 4 

	Factor 1 
	
	1.000 
	
	-0.161 
	
	0.550 
	
	0.972 
	

	Factor 2 
	
	-0.161 
	
	1.000 
	
	0.735 
	
	-0.389 
	

	Factor 3 
	
	0.550 
	
	0.735 
	
	1.000 
	
	0.339 
	

	Factor 4 
	
	0.972 
	
	-0.389 
	
	0.339 
	
	1.000 
	

	
These 4 factors seem to represent the diagnoses of Anxiety, Depression, Borderline, and Schizophrenia.  The percentage of variance accounted for (65.3 percent) also seems respectable.


	
	
	
	
	
	
	
	
	




LSQ
The Life Sphere Questionnaire (below) is the next set of data considered.
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In the factor analysis below only the first 100 items were used.
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The output follow the Parallel Analysis estimated 8 factors but only accounted for 43 percent of the variance.

	Exploratory Factor Analysis
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Chi-squared Test
	
	
	
	
	
	
	
	
	
	
	
	

	
	Value
	df
	p
	
	
	
	
	
	
	
	
	
	
	
	

	Model
	
	####
	
	4363
	
	< .001
	
	
	
	
	
	
	
	
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Factor Loadings

	
	Factor 1
	Factor 2
	Factor 3
	Factor 4
	Factor 5
	Factor 6
	Factor 7
	Factor 8
	Uniqueness

	enjoy
	
	
	
	0.45
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.73
	

	fgood
	
	
	
	0.67
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.52
	

	worth
	
	
	
	0.79
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.47
	

	fearful
	
	0.79
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.36
	

	angry
	
	0.67
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.45
	

	tense
	
	0.63
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.49
	

	shy
	
	0.61
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.57
	

	wornout
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.81
	
	
	
	0.2
	

	wornoutr
	
	
	
	
	
	
	
	
	
	
	
	
	
	-0.8
	
	
	
	0.2
	

	negemo
	
	0.94
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.07
	

	fitin
	
	
	
	0.54
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.71
	

	approve
	
	
	
	0.56
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.52
	

	should
	
	
	
	0.51
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.65
	

	finished
	
	
	
	0.5
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.73
	

	changed
	
	0.5
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.72
	

	sad
	
	0.68
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.42
	

	confuse
	
	0.83
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.36
	

	bored
	
	0.68
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.38
	

	hurtsel
	
	0.89
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.28
	

	say
	
	
	
	0.46
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.67
	

	jealous
	
	0.84
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.34
	

	sleep
	
	0.44
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.76
	

	fun
	
	
	
	0.66
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.68
	

	alcohol
	
	0.64
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.54
	

	drugs
	
	0.76
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.46
	

	lively
	
	
	
	0.57
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.6
	

	lonely
	
	0.56
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.48
	

	insecure
	
	0.69
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.37
	

	worried
	
	0.55
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.46
	

	sorry
	
	0.59
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.5
	

	outgoing
	
	
	
	0.6
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.6
	

	forced
	
	0.53
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.59
	

	advantge
	
	0.54
	
	
	
	
	
	
	
	
	
	0.49
	
	
	
	
	
	0.44
	

	produtiv
	
	
	
	0.78
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.4
	

	copertiv
	
	
	
	
	
	0.5
	
	
	
	
	
	
	
	
	
	
	
	0.6
	

	punised
	
	0.55
	
	
	
	
	
	
	
	
	
	0.64
	
	
	
	
	
	0.47
	

	suspicis
	
	0.57
	
	
	
	
	
	
	
	
	
	0.62
	
	
	
	
	
	0.46
	

	satisfid
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.77
	

	necesits
	
	
	
	0.42
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.74
	

	fair
	
	
	
	
	
	0.77
	
	
	
	
	
	
	
	
	
	
	
	0.43
	

	ambitous
	
	
	
	0.42
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.6
	

	couteous
	
	
	
	
	
	0.8
	
	
	
	
	
	
	
	
	
	
	
	0.41
	

	cretive
	
	
	
	0.41
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.58
	

	loyal
	
	
	
	
	
	0.68
	
	
	
	
	
	
	
	
	
	
	
	0.56
	

	hands
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.67
	

	diferent
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.75
	

	solving
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.61
	

	steady
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.53
	

	health
	
	
	
	0.46
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.62
	

	trust
	
	
	
	
	
	0.74
	
	
	
	
	
	
	
	
	
	
	
	0.59
	

	intelign
	
	
	
	
	
	0.52
	
	
	
	
	
	
	
	
	
	
	
	0.7
	

	kind
	
	
	
	
	
	0.78
	
	
	
	
	
	
	
	
	
	
	
	0.52
	

	busy
	
	
	
	0.44
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.54
	

	sucesful
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.58
	

	charm
	
	
	
	
	
	
	
	0.59
	
	
	
	
	
	
	
	
	
	0.54
	

	touched
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.76
	

	charge
	
	
	
	
	
	
	
	0.67
	
	
	
	
	
	
	
	
	
	0.45
	

	grudge
	
	
	
	
	
	
	
	0.44
	
	
	
	
	
	
	
	
	
	0.67
	

	courage
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.62
	

	future
	
	
	
	0.44
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.55
	

	hitpeole
	
	
	
	
	
	
	
	0.45
	
	
	
	
	
	
	
	
	
	0.44
	

	lkwork
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.78
	

	people
	
	
	
	
	
	
	
	0.72
	
	
	
	
	
	
	
	
	
	0.44
	

	whatdo
	
	
	
	
	
	
	
	0.65
	
	
	
	
	
	
	
	
	
	0.58
	

	dowill
	
	
	
	
	
	0.54
	
	
	
	
	
	
	
	
	
	
	
	0.61
	

	disagree
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.77
	

	sixsense
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.81
	

	show
	
	
	
	
	
	
	
	0.55
	
	
	
	
	
	
	
	
	
	0.54
	

	law
	
	0.62
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.37
	

	hconflic
	
	
	
	
	
	
	
	0.64
	
	
	
	
	
	
	
	
	
	0.58
	

	body
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.7
	

	better
	
	
	
	
	
	
	
	0.68
	
	
	
	
	
	
	
	
	
	0.44
	

	purpose
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.47
	

	arrange
	
	
	
	
	
	
	
	0.44
	
	
	
	
	
	
	
	
	
	0.52
	

	included
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.65
	

	standup
	
	
	
	
	
	0.43
	
	
	
	
	
	
	
	
	
	
	
	0.63
	

	negative
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.81
	

	positive
	
	
	
	
	
	
	
	0.57
	
	
	
	
	
	
	
	
	
	0.61
	

	concetrt
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.83
	

	behavior
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.82
	

	gjob
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.69
	

	intefer
	
	0.43
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.69
	

	gentle
	
	
	
	
	
	0.54
	
	
	
	
	
	
	
	
	
	
	
	0.65
	

	money
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.79
	

	things
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.65
	

	ideas
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.66
	

	death
	
	0.47
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.59
	

	spur
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.75
	

	life
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.7
	

	paid
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.77
	

	punished
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.73
	

	help
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.71
	

	quit
	
	
	
	
	
	
	
	
	
	0.42
	
	
	
	
	
	
	
	0.8
	

	exciting
	
	
	
	0.43
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.56
	

	likeme
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.66
	

	outself
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.74
	

	positon
	
	
	
	
	
	
	
	
	
	0.45
	
	
	
	
	
	
	
	0.65
	

	firm
	
	
	
	
	
	
	
	
	
	0.55
	
	
	
	
	
	
	
	0.63
	

	along
	
	
	
	
	
	
	
	
	
	0.86
	
	
	
	
	
	
	
	0.41
	

	express
	
	
	
	
	
	
	
	
	
	0.8
	
	
	
	
	
	
	
	0.48
	

	confront
	
	
	
	
	
	
	
	
	
	0.77
	
	
	
	
	
	
	
	0.44
	

	resolved
	
	
	
	
	
	
	
	
	
	0.68
	
	
	
	
	
	
	
	0.47
	

	 

	Note.  Applied rotation method is promax.

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Factor Characteristics
	
	
	
	
	
	
	
	
	
	
	
	

	
	SumSq. Loadings
	Proportion var.
	Cumulative
	
	
	
	
	
	
	
	
	
	
	
	

	Factor 1
	
	11.4
	
	0.11
	
	0.11
	
	
	
	
	
	
	
	
	
	
	
	
	

	Factor 2
	
	8.8
	
	0.09
	
	0.2
	
	
	
	
	
	
	
	
	
	
	
	
	

	Factor 3
	
	6.37
	
	0.06
	
	0.26
	
	
	
	
	
	
	
	
	
	
	
	
	

	Factor 4
	
	6.1
	
	0.06
	
	0.32
	
	
	
	
	
	
	
	
	
	
	
	
	

	Factor 5
	
	3.75
	
	0.04
	
	0.36
	
	
	
	
	
	
	
	
	
	
	
	
	

	Factor 6
	
	2.18
	
	0.02
	
	0.38
	
	
	
	
	
	
	
	
	
	
	
	
	

	Factor 7
	
	2.53
	
	0.03
	
	0.4
	
	
	
	
	
	
	
	
	
	
	
	
	

	Factor 8
	
	2.26
	
	0.02
	
	0.43
	
	
	
	
	
	
	
	
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	



Manual selections were made selection 10, 20 (54.5 percent of the variance), 30 (61 percent of the variance) and quite a few others.  Throughout this manual you will find numerous examples of analyzing this data set.



Confirmatory Factor Analysis
As indicated earlier centrality is a major assumption of validity of scaling.   However, within that centrality there may be facits, dimensions or subtests.  Intelligence testing is a good example of that.  One ends up with a single IQ score but that is made up of a number of subtests.  Confirmatory factor analysis is a procedure for determining centrality and at the same time identifying convergent and discriminant validity.  Centrality can be further demonstrated by bifactor and hierarchical analysis.  These procedures are deomstracted in the following analyses.  Confirmatory factor analysis will be demonstrated using the same 3 data sets that were used to demonstrate exploratory factor analysis above.  It should be noted that the exercises here of using the same set of data on exploratory and confirmatory is not acceptable when doing scientific work.  

The fake data example first (CFA)
[image: ]
[image: ] 
[image: ]
[image: ]

depress=~efeelsad + edying + elostint + eworthless
anxious=~emindrace + ejumpy + econcentrate
borderline=~ econseq + efamily + eromance
schizophrenia=~egetme +enobodyNo + eseethings


Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	p 

	Model 
	
	59.000 
	
	11114.709 
	
	11230.908 
	
	234.606 
	
	0.000 
	

	


 
	Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	depress 
	
	=~ 
	
	efeelsad 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	1.266 
	
	0.903 
	
	0.903 
	
	
	

	depress 
	
	=~ 
	
	edying 
	
	
	
	0.750 
	
	0.055 
	
	13.712 
	
	< .001 
	
	0.643 
	
	0.858 
	
	0.950 
	
	0.713 
	
	0.713 
	
	
	

	depress 
	
	=~ 
	
	elostint 
	
	
	
	0.831 
	
	0.057 
	
	14.635 
	
	< .001 
	
	0.719 
	
	0.942 
	
	1.051 
	
	0.746 
	
	0.746 
	
	
	

	depress 
	
	=~ 
	
	eworthless 
	
	
	
	0.943 
	
	0.057 
	
	16.628 
	
	< .001 
	
	0.831 
	
	1.054 
	
	1.193 
	
	0.815 
	
	0.815 
	
	
	

	anxious 
	
	=~ 
	
	emindrace 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	1.292 
	
	0.924 
	
	0.924 
	
	
	

	anxious 
	
	=~ 
	
	ejumpy 
	
	
	
	0.780 
	
	0.085 
	
	9.205 
	
	< .001 
	
	0.614 
	
	0.946 
	
	1.008 
	
	0.732 
	
	0.732 
	
	
	

	anxious 
	
	=~ 
	
	econcentrate 
	
	
	
	0.492 
	
	0.066 
	
	7.493 
	
	< .001 
	
	0.363 
	
	0.621 
	
	0.636 
	
	0.518 
	
	0.518 
	
	
	

	borderline 
	
	=~ 
	
	econseq 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	0.828 
	
	0.555 
	
	0.555 
	
	
	

	borderline 
	
	=~ 
	
	efamily 
	
	
	
	1.135 
	
	0.131 
	
	8.634 
	
	< .001 
	
	0.877 
	
	1.393 
	
	0.939 
	
	0.742 
	
	0.742 
	
	
	

	borderline 
	
	=~ 
	
	eromance 
	
	
	
	1.337 
	
	0.156 
	
	8.583 
	
	< .001 
	
	1.032 
	
	1.643 
	
	1.107 
	
	0.895 
	
	0.895 
	
	
	

	schizophrenia 
	
	=~ 
	
	egetme 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	1.353 
	
	0.871 
	
	0.871 
	
	
	

	schizophrenia 
	
	=~ 
	
	enobodyNo 
	
	
	
	0.990 
	
	0.053 
	
	18.818 
	
	< .001 
	
	0.887 
	
	1.093 
	
	1.340 
	
	0.866 
	
	0.866 
	
	
	

	schizophrenia 
	
	=~ 
	
	eseethings 
	
	
	
	1.117 
	
	0.056 
	
	19.878 
	
	< .001 
	
	1.007 
	
	1.227 
	
	1.511 
	
	0.904 
	
	0.904 
	
	
	

	efeelsad 
	
	~~ 
	
	efeelsad 
	
	
	
	0.362 
	
	0.065 
	
	5.615 
	
	< .001 
	
	0.236 
	
	0.489 
	
	0.362 
	
	0.184 
	
	0.184 
	
	
	

	edying 
	
	~~ 
	
	edying 
	
	
	
	0.872 
	
	0.084 
	
	10.356 
	
	< .001 
	
	0.707 
	
	1.037 
	
	0.872 
	
	0.491 
	
	0.491 
	
	
	

	elostint 
	
	~~ 
	
	elostint 
	
	
	
	0.881 
	
	0.088 
	
	10.021 
	
	< .001 
	
	0.709 
	
	1.053 
	
	0.881 
	
	0.444 
	
	0.444 
	
	
	

	eworthless 
	
	~~ 
	
	eworthless 
	
	
	
	0.721 
	
	0.082 
	
	8.838 
	
	< .001 
	
	0.561 
	
	0.881 
	
	0.721 
	
	0.336 
	
	0.336 
	
	
	

	emindrace 
	
	~~ 
	
	emindrace 
	
	
	
	0.285 
	
	0.157 
	
	1.820 
	
	0.069 
	
	-0.022 
	
	0.592 
	
	0.285 
	
	0.146 
	
	0.146 
	
	
	

	ejumpy 
	
	~~ 
	
	ejumpy 
	
	
	
	0.878 
	
	0.120 
	
	7.297 
	
	< .001 
	
	0.642 
	
	1.114 
	
	0.878 
	
	0.463 
	
	0.463 
	
	
	

	econcentrate 
	
	~~ 
	
	econcentrate 
	
	
	
	1.105 
	
	0.101 
	
	10.885 
	
	< .001 
	
	0.906 
	
	1.304 
	
	1.105 
	
	0.732 
	
	0.732 
	
	
	

	econseq 
	
	~~ 
	
	econseq 
	
	
	
	1.537 
	
	0.143 
	
	10.754 
	
	< .001 
	
	1.257 
	
	1.817 
	
	1.537 
	
	0.692 
	
	0.692 
	
	
	

	efamily 
	
	~~ 
	
	efamily 
	
	
	
	0.722 
	
	0.090 
	
	7.998 
	
	< .001 
	
	0.545 
	
	0.899 
	
	0.722 
	
	0.450 
	
	0.450 
	
	
	

	eromance 
	
	~~ 
	
	eromance 
	
	
	
	0.303 
	
	0.094 
	
	3.234 
	
	0.001 
	
	0.120 
	
	0.487 
	
	0.303 
	
	0.198 
	
	0.198 
	
	
	

	egetme 
	
	~~ 
	
	egetme 
	
	
	
	0.581 
	
	0.072 
	
	8.012 
	
	< .001 
	
	0.439 
	
	0.723 
	
	0.581 
	
	0.241 
	
	0.241 
	
	
	

	enobodyNo 
	
	~~ 
	
	enobodyNo 
	
	
	
	0.598 
	
	0.073 
	
	8.216 
	
	< .001 
	
	0.455 
	
	0.741 
	
	0.598 
	
	0.250 
	
	0.250 
	
	
	

	eseethings 
	
	~~ 
	
	eseethings 
	
	
	
	0.509 
	
	0.079 
	
	6.474 
	
	< .001 
	
	0.355 
	
	0.664 
	
	0.509 
	
	0.182 
	
	0.182 
	
	
	

	depress 
	
	~~ 
	
	depress 
	
	
	
	1.602 
	
	0.173 
	
	9.259 
	
	< .001 
	
	1.263 
	
	1.941 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	anxious 
	
	~~ 
	
	anxious 
	
	
	
	1.670 
	
	0.225 
	
	7.414 
	
	< .001 
	
	1.229 
	
	2.112 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	borderline 
	
	~~ 
	
	borderline 
	
	
	
	0.685 
	
	0.148 
	
	4.625 
	
	< .001 
	
	0.395 
	
	0.976 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	schizophrenia 
	
	~~ 
	
	schizophrenia 
	
	
	
	1.830 
	
	0.205 
	
	8.922 
	
	< .001 
	
	1.428 
	
	2.232 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	depress 
	
	~~ 
	
	anxious 
	
	
	
	-0.210 
	
	0.111 
	
	-1.891 
	
	0.059 
	
	-0.428 
	
	0.008 
	
	-0.128 
	
	-0.128 
	
	-0.128 
	
	
	

	depress 
	
	~~ 
	
	borderline 
	
	
	
	0.374 
	
	0.085 
	
	4.421 
	
	< .001 
	
	0.208 
	
	0.540 
	
	0.357 
	
	0.357 
	
	0.357 
	
	
	

	depress 
	
	~~ 
	
	schizophrenia 
	
	
	
	-0.350 
	
	0.116 
	
	-3.017 
	
	0.003 
	
	-0.577 
	
	-0.123 
	
	-0.204 
	
	-0.204 
	
	-0.204 
	
	
	

	anxious 
	
	~~ 
	
	borderline 
	
	
	
	0.055 
	
	0.074 
	
	0.736 
	
	0.462 
	
	-0.091 
	
	0.200 
	
	0.051 
	
	0.051 
	
	0.051 
	
	
	

	anxious 
	
	~~ 
	
	schizophrenia 
	
	
	
	0.476 
	
	0.121 
	
	3.918 
	
	< .001 
	
	0.238 
	
	0.714 
	
	0.272 
	
	0.272 
	
	0.272 
	
	
	

	borderline 
	
	~~ 
	
	schizophrenia 
	
	
	
	0.327 
	
	0.086 
	
	3.815 
	
	< .001 
	
	0.159 
	
	0.496 
	
	0.292 
	
	0.292 
	
	0.292 
	
	
	

	


 
	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	0.420 
	

	χ² 
	
	234.606 
	

	Degrees of freedom 
	
	59.000 
	

	p 
	
	< .001 
	

	


 
	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.907 
	

	Tucker-Lewis Index (TLI) 
	
	0.877 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.877 
	

	Bentler-Bonett Normed Fit Index (NFI) 
	
	0.880 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.666 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.842 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.908 
	

	Relative Noncentrality Index (RNI) 
	
	0.907 
	

	


 
	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	-5525.355 
	

	Loglikelihood unrestricted model (H1) 
	
	-5408.051 
	

	Number of free parameters 
	
	32 
	

	Akaike (AIC) 
	
	11114.709 
	

	Bayesian (BIC) 
	
	11230.908 
	

	Sample-size adjusted Bayesian (BIC) 
	
	11129.439 
	

	


 
	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.103 
	

	Upper 90% CI 
	
	0.117 
	

	Lower 90% CI 
	
	0.090 
	

	p-value RMSEA <= 0.05 
	
	< .001 
	

	


 
	Standardized Root Mean Square Residual 

	  
	Model 

	RMR 
	
	0.171 
	

	RMR (No Mean) 
	
	0.171 
	

	SRMR 
	
	0.088 
	

	


 
	Other Fit Indices 

	  
	Model 

	Hoelter Critical N (CN) alpha=0.05 
	
	93.677 
	

	Hoelter Critical N (CN) alpha=0.01 
	
	104.660 
	

	Goodness of Fit Index (GFI) 
	
	0.889 
	

	Parsimony Goodness of Fit Index (GFI) 
	
	0.829 
	

	McDonald Fit Index (MFI) 
	
	0.730 
	

	


 
	R-Squared 

	Variable 
	R² 

	efeelsad 
	
	0.816 
	

	edying 
	
	0.509 
	

	elostint 
	
	0.556 
	

	eworthless 
	
	0.664 
	

	emindrace 
	
	0.854 
	

	ejumpy 
	
	0.537 
	

	econcentrate 
	
	0.268 
	

	econseq 
	
	0.308 
	

	efamily 
	
	0.550 
	

	eromance 
	
	0.802 
	

	egetme 
	
	0.759 
	

	enobodyNo 
	
	0.750 
	

	eseethings 
	
	0.818 
	

	


 
Path Diagram
[image: ]

Life Sphere Questionnaire (CFA) 

[image: ]
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Structural Equation Modeling

Psychotherapy Session Questionnaire (CFA)
[image: ]
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Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	p 

	Model 
	
	423.000 
	
	45938.893 
	
	46228.608 
	
	1134.496 
	
	0.000 
	

	


 
	Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	negativeF 
	
	=~ 
	
	tense 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	1.409 
	
	0.708 
	
	0.708 
	
	
	

	negativeF 
	
	=~ 
	
	fearful 
	
	
	
	0.979 
	
	0.067 
	
	14.508 
	
	< .001 
	
	0.847 
	
	1.112 
	
	1.380 
	
	0.783 
	
	0.783 
	
	
	

	negativeF 
	
	=~ 
	
	angry 
	
	
	
	1.006 
	
	0.073 
	
	13.733 
	
	< .001 
	
	0.862 
	
	1.149 
	
	1.417 
	
	0.740 
	
	0.740 
	
	
	

	negativeF 
	
	=~ 
	
	sad 
	
	
	
	1.012 
	
	0.076 
	
	13.392 
	
	< .001 
	
	0.864 
	
	1.160 
	
	1.426 
	
	0.697 
	
	0.697 
	
	
	

	negativeF 
	
	=~ 
	
	confuse 
	
	
	
	1.148 
	
	0.079 
	
	14.619 
	
	< .001 
	
	0.994 
	
	1.302 
	
	1.617 
	
	0.790 
	
	0.790 
	
	
	

	negativeF 
	
	=~ 
	
	hurtsel 
	
	
	
	0.884 
	
	0.066 
	
	13.307 
	
	< .001 
	
	0.754 
	
	1.014 
	
	1.245 
	
	0.716 
	
	0.716 
	
	
	

	negativeF 
	
	=~ 
	
	jealous 
	
	
	
	0.990 
	
	0.068 
	
	14.518 
	
	< .001 
	
	0.856 
	
	1.123 
	
	1.394 
	
	0.784 
	
	0.784 
	
	
	

	posemo 
	
	=~ 
	
	fgood 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	1.241 
	
	0.718 
	
	0.718 
	
	
	

	posemo 
	
	=~ 
	
	worth 
	
	
	
	1.075 
	
	0.083 
	
	13.015 
	
	< .001 
	
	0.913 
	
	1.237 
	
	1.334 
	
	0.726 
	
	0.726 
	
	
	

	posemo 
	
	=~ 
	
	fun 
	
	
	
	0.844 
	
	0.088 
	
	9.545 
	
	< .001 
	
	0.670 
	
	1.017 
	
	1.047 
	
	0.525 
	
	0.525 
	
	
	

	posemo 
	
	=~ 
	
	approve 
	
	
	
	0.711 
	
	0.071 
	
	10.035 
	
	< .001 
	
	0.572 
	
	0.850 
	
	0.882 
	
	0.553 
	
	0.553 
	
	
	

	posemo 
	
	=~ 
	
	lively 
	
	
	
	1.202 
	
	0.102 
	
	11.773 
	
	< .001 
	
	1.002 
	
	1.402 
	
	1.491 
	
	0.652 
	
	0.652 
	
	
	

	posemo 
	
	=~ 
	
	outgoing 
	
	
	
	1.066 
	
	0.099 
	
	10.769 
	
	< .001 
	
	0.872 
	
	1.260 
	
	1.322 
	
	0.594 
	
	0.594 
	
	
	

	posemo 
	
	=~ 
	
	produtiv 
	
	
	
	1.265 
	
	0.100 
	
	12.683 
	
	< .001 
	
	1.070 
	
	1.461 
	
	1.570 
	
	0.706 
	
	0.706 
	
	
	

	posemo 
	
	=~ 
	
	sad 
	
	
	
	-0.375 
	
	0.067 
	
	-5.603 
	
	< .001 
	
	-0.507 
	
	-0.244 
	
	-0.466 
	
	-0.227 
	
	-0.227 
	
	
	

	posemo 
	
	=~ 
	
	whatdo 
	
	
	
	0.382 
	
	0.101 
	
	3.770 
	
	< .001 
	
	0.184 
	
	0.581 
	
	0.474 
	
	0.206 
	
	0.206 
	
	
	

	contract 
	
	=~ 
	
	fair 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	0.759 
	
	0.694 
	
	0.694 
	
	
	

	contract 
	
	=~ 
	
	loyal 
	
	
	
	0.913 
	
	0.084 
	
	10.888 
	
	< .001 
	
	0.748 
	
	1.077 
	
	0.693 
	
	0.696 
	
	0.696 
	
	
	

	contract 
	
	=~ 
	
	trust 
	
	
	
	0.840 
	
	0.078 
	
	10.782 
	
	< .001 
	
	0.687 
	
	0.992 
	
	0.637 
	
	0.686 
	
	0.686 
	
	
	

	contract 
	
	=~ 
	
	kind 
	
	
	
	0.877 
	
	0.084 
	
	10.479 
	
	< .001 
	
	0.713 
	
	1.041 
	
	0.666 
	
	0.658 
	
	0.658 
	
	
	

	bully 
	
	=~ 
	
	charge 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	1.602 
	
	0.699 
	
	0.699 
	
	
	

	bully 
	
	=~ 
	
	people 
	
	
	
	0.955 
	
	0.075 
	
	12.774 
	
	< .001 
	
	0.808 
	
	1.101 
	
	1.529 
	
	0.730 
	
	0.730 
	
	
	

	bully 
	
	=~ 
	
	hconflic 
	
	
	
	0.932 
	
	0.082 
	
	11.382 
	
	< .001 
	
	0.772 
	
	1.093 
	
	1.493 
	
	0.642 
	
	0.642 
	
	
	

	bully 
	
	=~ 
	
	show 
	
	
	
	0.864 
	
	0.073 
	
	11.805 
	
	< .001 
	
	0.721 
	
	1.007 
	
	1.384 
	
	0.668 
	
	0.668 
	
	
	

	bully 
	
	=~ 
	
	better 
	
	
	
	0.950 
	
	0.078 
	
	12.177 
	
	< .001 
	
	0.797 
	
	1.103 
	
	1.522 
	
	0.692 
	
	0.692 
	
	
	

	bully 
	
	=~ 
	
	charm 
	
	
	
	0.895 
	
	0.082 
	
	10.868 
	
	< .001 
	
	0.734 
	
	1.057 
	
	1.434 
	
	0.611 
	
	0.611 
	
	
	

	bully 
	
	=~ 
	
	positive 
	
	
	
	0.640 
	
	0.066 
	
	9.683 
	
	< .001 
	
	0.510 
	
	0.770 
	
	1.025 
	
	0.541 
	
	0.541 
	
	
	

	negotiate 
	
	=~ 
	
	firm 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	1.158 
	
	0.572 
	
	0.572 
	
	
	

	negotiate 
	
	=~ 
	
	along 
	
	
	
	1.832 
	
	0.169 
	
	10.859 
	
	< .001 
	
	1.501 
	
	2.163 
	
	2.122 
	
	0.781 
	
	0.781 
	
	
	

	negotiate 
	
	=~ 
	
	express 
	
	
	
	1.821 
	
	0.170 
	
	10.709 
	
	< .001 
	
	1.488 
	
	2.155 
	
	2.109 
	
	0.761 
	
	0.761 
	
	
	

	negotiate 
	
	=~ 
	
	confront 
	
	
	
	2.019 
	
	0.185 
	
	10.916 
	
	< .001 
	
	1.656 
	
	2.381 
	
	2.338 
	
	0.790 
	
	0.790 
	
	
	

	negotiate 
	
	=~ 
	
	resolved 
	
	
	
	1.376 
	
	0.140 
	
	9.836 
	
	< .001 
	
	1.102 
	
	1.651 
	
	1.594 
	
	0.661 
	
	0.661 
	
	
	

	tense 
	
	~~ 
	
	tense 
	
	
	
	1.970 
	
	0.158 
	
	12.467 
	
	< .001 
	
	1.660 
	
	2.279 
	
	1.970 
	
	0.498 
	
	0.498 
	
	
	

	fearful 
	
	~~ 
	
	fearful 
	
	
	
	1.198 
	
	0.103 
	
	11.582 
	
	< .001 
	
	0.995 
	
	1.401 
	
	1.198 
	
	0.386 
	
	0.386 
	
	
	

	angry 
	
	~~ 
	
	angry 
	
	
	
	1.662 
	
	0.137 
	
	12.161 
	
	< .001 
	
	1.394 
	
	1.930 
	
	1.662 
	
	0.453 
	
	0.453 
	
	
	

	sad 
	
	~~ 
	
	sad 
	
	
	
	1.819 
	
	0.151 
	
	12.058 
	
	< .001 
	
	1.523 
	
	2.115 
	
	1.819 
	
	0.434 
	
	0.434 
	
	
	

	confuse 
	
	~~ 
	
	confuse 
	
	
	
	1.578 
	
	0.137 
	
	11.477 
	
	< .001 
	
	1.308 
	
	1.847 
	
	1.578 
	
	0.376 
	
	0.376 
	
	
	

	hurtsel 
	
	~~ 
	
	hurtsel 
	
	
	
	1.474 
	
	0.119 
	
	12.399 
	
	< .001 
	
	1.241 
	
	1.707 
	
	1.474 
	
	0.487 
	
	0.487 
	
	
	

	jealous 
	
	~~ 
	
	jealous 
	
	
	
	1.219 
	
	0.105 
	
	11.572 
	
	< .001 
	
	1.013 
	
	1.426 
	
	1.219 
	
	0.385 
	
	0.385 
	
	
	

	fgood 
	
	~~ 
	
	fgood 
	
	
	
	1.447 
	
	0.126 
	
	11.507 
	
	< .001 
	
	1.200 
	
	1.693 
	
	1.447 
	
	0.484 
	
	0.484 
	
	
	

	worth 
	
	~~ 
	
	worth 
	
	
	
	1.599 
	
	0.140 
	
	11.396 
	
	< .001 
	
	1.324 
	
	1.875 
	
	1.599 
	
	0.474 
	
	0.474 
	
	
	

	fun 
	
	~~ 
	
	fun 
	
	
	
	2.875 
	
	0.219 
	
	13.103 
	
	< .001 
	
	2.445 
	
	3.306 
	
	2.875 
	
	0.724 
	
	0.724 
	
	
	

	approve 
	
	~~ 
	
	approve 
	
	
	
	1.769 
	
	0.136 
	
	12.966 
	
	< .001 
	
	1.502 
	
	2.037 
	
	1.769 
	
	0.694 
	
	0.694 
	
	
	

	lively 
	
	~~ 
	
	lively 
	
	
	
	3.006 
	
	0.245 
	
	12.268 
	
	< .001 
	
	2.526 
	
	3.486 
	
	3.006 
	
	0.575 
	
	0.575 
	
	
	

	outgoing 
	
	~~ 
	
	outgoing 
	
	
	
	3.200 
	
	0.252 
	
	12.719 
	
	< .001 
	
	2.707 
	
	3.693 
	
	3.200 
	
	0.647 
	
	0.647 
	
	
	

	produtiv 
	
	~~ 
	
	produtiv 
	
	
	
	2.487 
	
	0.213 
	
	11.678 
	
	< .001 
	
	2.069 
	
	2.904 
	
	2.487 
	
	0.502 
	
	0.502 
	
	
	

	whatdo 
	
	~~ 
	
	whatdo 
	
	
	
	5.080 
	
	0.366 
	
	13.880 
	
	< .001 
	
	4.363 
	
	5.797 
	
	5.080 
	
	0.958 
	
	0.958 
	
	
	

	fair 
	
	~~ 
	
	fair 
	
	
	
	0.620 
	
	0.060 
	
	10.339 
	
	< .001 
	
	0.502 
	
	0.737 
	
	0.620 
	
	0.518 
	
	0.518 
	
	
	

	loyal 
	
	~~ 
	
	loyal 
	
	
	
	0.510 
	
	0.050 
	
	10.292 
	
	< .001 
	
	0.413 
	
	0.607 
	
	0.510 
	
	0.515 
	
	0.515 
	
	
	

	trust 
	
	~~ 
	
	trust 
	
	
	
	0.458 
	
	0.044 
	
	10.508 
	
	< .001 
	
	0.372 
	
	0.543 
	
	0.458 
	
	0.530 
	
	0.530 
	
	
	

	kind 
	
	~~ 
	
	kind 
	
	
	
	0.580 
	
	0.053 
	
	11.003 
	
	< .001 
	
	0.476 
	
	0.683 
	
	0.580 
	
	0.567 
	
	0.567 
	
	
	

	charge 
	
	~~ 
	
	charge 
	
	
	
	2.680 
	
	0.228 
	
	11.772 
	
	< .001 
	
	2.234 
	
	3.126 
	
	2.680 
	
	0.511 
	
	0.511 
	
	
	

	people 
	
	~~ 
	
	people 
	
	
	
	2.051 
	
	0.181 
	
	11.347 
	
	< .001 
	
	1.697 
	
	2.406 
	
	2.051 
	
	0.467 
	
	0.467 
	
	
	

	hconflic 
	
	~~ 
	
	hconflic 
	
	
	
	3.176 
	
	0.257 
	
	12.367 
	
	< .001 
	
	2.673 
	
	3.680 
	
	3.176 
	
	0.588 
	
	0.588 
	
	
	

	show 
	
	~~ 
	
	show 
	
	
	
	2.374 
	
	0.196 
	
	12.123 
	
	< .001 
	
	1.990 
	
	2.757 
	
	2.374 
	
	0.553 
	
	0.553 
	
	
	

	better 
	
	~~ 
	
	better 
	
	
	
	2.529 
	
	0.213 
	
	11.868 
	
	< .001 
	
	2.111 
	
	2.946 
	
	2.529 
	
	0.522 
	
	0.522 
	
	
	

	charm 
	
	~~ 
	
	charm 
	
	
	
	3.455 
	
	0.274 
	
	12.614 
	
	< .001 
	
	2.918 
	
	3.991 
	
	3.455 
	
	0.627 
	
	0.627 
	
	
	

	positive 
	
	~~ 
	
	positive 
	
	
	
	2.546 
	
	0.195 
	
	13.036 
	
	< .001 
	
	2.163 
	
	2.929 
	
	2.546 
	
	0.708 
	
	0.708 
	
	
	

	firm 
	
	~~ 
	
	firm 
	
	
	
	2.753 
	
	0.215 
	
	12.829 
	
	< .001 
	
	2.333 
	
	3.174 
	
	2.753 
	
	0.672 
	
	0.672 
	
	
	

	along 
	
	~~ 
	
	along 
	
	
	
	2.870 
	
	0.282 
	
	10.166 
	
	< .001 
	
	2.316 
	
	3.423 
	
	2.870 
	
	0.389 
	
	0.389 
	
	
	

	express 
	
	~~ 
	
	express 
	
	
	
	3.232 
	
	0.304 
	
	10.642 
	
	< .001 
	
	2.637 
	
	3.828 
	
	3.232 
	
	0.421 
	
	0.421 
	
	
	

	confront 
	
	~~ 
	
	confront 
	
	
	
	3.300 
	
	0.332 
	
	9.952 
	
	< .001 
	
	2.650 
	
	3.950 
	
	3.300 
	
	0.376 
	
	0.376 
	
	
	

	resolved 
	
	~~ 
	
	resolved 
	
	
	
	3.274 
	
	0.270 
	
	12.129 
	
	< .001 
	
	2.745 
	
	3.803 
	
	3.274 
	
	0.563 
	
	0.563 
	
	
	

	negativeF 
	
	~~ 
	
	negativeF 
	
	
	
	1.985 
	
	0.255 
	
	7.769 
	
	< .001 
	
	1.484 
	
	2.486 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	posemo 
	
	~~ 
	
	posemo 
	
	
	
	1.540 
	
	0.200 
	
	7.697 
	
	< .001 
	
	1.148 
	
	1.932 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	contract 
	
	~~ 
	
	contract 
	
	
	
	0.576 
	
	0.084 
	
	6.898 
	
	< .001 
	
	0.413 
	
	0.740 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	bully 
	
	~~ 
	
	bully 
	
	
	
	2.566 
	
	0.345 
	
	7.435 
	
	< .001 
	
	1.889 
	
	3.242 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	negotiate 
	
	~~ 
	
	negotiate 
	
	
	
	1.341 
	
	0.233 
	
	5.758 
	
	< .001 
	
	0.885 
	
	1.798 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	negativeF 
	
	~~ 
	
	posemo 
	
	
	
	-0.158 
	
	0.103 
	
	-1.532 
	
	0.126 
	
	-0.360 
	
	0.044 
	
	-0.090 
	
	-0.090 
	
	-0.090 
	
	
	

	negativeF 
	
	~~ 
	
	contract 
	
	
	
	-0.196 
	
	0.067 
	
	-2.921 
	
	0.003 
	
	-0.327 
	
	-0.064 
	
	-0.183 
	
	-0.183 
	
	-0.183 
	
	
	

	negativeF 
	
	~~ 
	
	bully 
	
	
	
	0.397 
	
	0.136 
	
	2.927 
	
	0.003 
	
	0.131 
	
	0.663 
	
	0.176 
	
	0.176 
	
	0.176 
	
	
	

	negativeF 
	
	~~ 
	
	negotiate 
	
	
	
	0.417 
	
	0.104 
	
	4.024 
	
	< .001 
	
	0.214 
	
	0.620 
	
	0.256 
	
	0.256 
	
	0.256 
	
	
	

	posemo 
	
	~~ 
	
	contract 
	
	
	
	0.369 
	
	0.067 
	
	5.467 
	
	< .001 
	
	0.236 
	
	0.501 
	
	0.391 
	
	0.391 
	
	0.391 
	
	
	

	posemo 
	
	~~ 
	
	bully 
	
	
	
	1.215 
	
	0.160 
	
	7.611 
	
	< .001 
	
	0.902 
	
	1.528 
	
	0.611 
	
	0.611 
	
	0.611 
	
	
	

	posemo 
	
	~~ 
	
	negotiate 
	
	
	
	0.235 
	
	0.089 
	
	2.636 
	
	0.008 
	
	0.060 
	
	0.409 
	
	0.163 
	
	0.163 
	
	0.163 
	
	
	

	contract 
	
	~~ 
	
	bully 
	
	
	
	0.292 
	
	0.080 
	
	3.633 
	
	< .001 
	
	0.134 
	
	0.449 
	
	0.240 
	
	0.240 
	
	0.240 
	
	
	

	contract 
	
	~~ 
	
	negotiate 
	
	
	
	0.065 
	
	0.055 
	
	1.191 
	
	0.234 
	
	-0.042 
	
	0.173 
	
	0.074 
	
	0.074 
	
	0.074 
	
	
	

	bully 
	
	~~ 
	
	negotiate 
	
	
	
	0.482 
	
	0.121 
	
	3.967 
	
	< .001 
	
	0.244 
	
	0.720 
	
	0.260 
	
	0.260 
	
	0.260 
	
	
	

	


 
	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	1.451 
	

	χ² 
	
	1134.496 
	

	Degrees of freedom 
	
	423.000 
	

	p 
	
	< .001 
	

	


 
	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.859 
	

	Tucker-Lewis Index (TLI) 
	
	0.845 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.845 
	

	Bentler-Bonett Normed Fit Index (NFI) 
	
	0.794 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.723 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.774 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.860 
	

	Relative Noncentrality Index (RNI) 
	
	0.859 
	

	


 
	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	-22896.446 
	

	Loglikelihood unrestricted model (H1) 
	
	-22329.198 
	

	Number of free parameters 
	
	73 
	

	Akaike (AIC) 
	
	45938.893 
	

	Bayesian (BIC) 
	
	46228.608 
	

	Sample-size adjusted Bayesian (BIC) 
	
	45996.983 
	

	


 
	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.066 
	

	Upper 90% CI 
	
	0.070 
	

	Lower 90% CI 
	
	0.061 
	

	p-value RMSEA <= 0.05 
	
	< .001 
	

	


 
	Standardized Root Mean Square Residual 

	  
	Model 

	RMR 
	
	0.337 
	

	RMR (No Mean) 
	
	0.337 
	

	SRMR 
	
	0.078 
	

	


 
	Other Fit Indices 

	  
	Model 

	Hoelter Critical N (CN) alpha=0.05 
	
	163.657 
	

	Hoelter Critical N (CN) alpha=0.01 
	
	171.114 
	

	Goodness of Fit Index (GFI) 
	
	0.840 
	

	Parsimony Goodness of Fit Index (GFI) 
	
	0.812 
	

	McDonald Fit Index (MFI) 
	
	0.403 
	

	


 
	R-Squared 

	Variable 
	R² 

	tense 
	
	0.502 
	

	fearful 
	
	0.614 
	

	angry 
	
	0.547 
	

	sad 
	
	0.566 
	

	confuse 
	
	0.624 
	

	hurtsel 
	
	0.513 
	

	jealous 
	
	0.615 
	

	fgood 
	
	0.516 
	

	worth 
	
	0.526 
	

	fun 
	
	0.276 
	

	approve 
	
	0.306 
	

	lively 
	
	0.425 
	

	outgoing 
	
	0.353 
	

	produtiv 
	
	0.498 
	

	whatdo 
	
	0.042 
	

	fair 
	
	0.482 
	

	loyal 
	
	0.485 
	

	trust 
	
	0.470 
	

	kind 
	
	0.433 
	

	charge 
	
	0.489 
	

	people 
	
	0.533 
	

	hconflic 
	
	0.412 
	

	show 
	
	0.447 
	

	better 
	
	0.478 
	

	charm 
	
	0.373 
	

	positive 
	
	0.292 
	

	firm 
	
	0.328 
	

	along 
	
	0.611 
	

	express 
	
	0.579 
	

	confront 
	
	0.624 
	

	resolved 
	
	0.437 
	

	


 
	Modification Indices 

	  
	  
	  
	mi 
	epc 
	sepc (lv) 
	sepc (all) 
	sepc (nox) 

	bully 
	
	=~ 
	
	whatdo 
	
	125.098 
	
	1.187 
	
	1.901 
	
	0.826 
	
	0.826 
	

	along 
	
	~~ 
	
	express 
	
	40.832 
	
	1.646 
	
	1.646 
	
	0.541 
	
	0.541 
	

	posemo 
	
	=~ 
	
	resolved 
	
	29.361 
	
	0.472 
	
	0.585 
	
	0.243 
	
	0.243 
	

	fgood 
	
	~~ 
	
	worth 
	
	29.096 
	
	0.548 
	
	0.548 
	
	0.360 
	
	0.360 
	

	hurtsel 
	
	~~ 
	
	jealous 
	
	28.553 
	
	0.442 
	
	0.442 
	
	0.329 
	
	0.329 
	

	negativeF 
	
	=~ 
	
	whatdo 
	
	27.748 
	
	0.453 
	
	0.638 
	
	0.277 
	
	0.277 
	

	hconflic 
	
	~~ 
	
	show 
	
	27.201 
	
	0.854 
	
	0.854 
	
	0.311 
	
	0.311 
	

	contract 
	
	=~ 
	
	resolved 
	
	26.899 
	
	0.759 
	
	0.576 
	
	0.239 
	
	0.239 
	

	bully 
	
	=~ 
	
	worth 
	
	24.704 
	
	-0.337 
	
	-0.541 
	
	-0.294 
	
	-0.294 
	

	tense 
	
	~~ 
	
	angry 
	
	22.041 
	
	0.503 
	
	0.503 
	
	0.278 
	
	0.278 
	

	worth 
	
	~~ 
	
	whatdo 
	
	20.971 
	
	-0.735 
	
	-0.735 
	
	-0.258 
	
	-0.258 
	

	contract 
	
	=~ 
	
	firm 
	
	20.635 
	
	0.593 
	
	0.450 
	
	0.223 
	
	0.223 
	

	show 
	
	~~ 
	
	charm 
	
	19.381 
	
	-0.741 
	
	-0.741 
	
	-0.259 
	
	-0.259 
	

	hurtsel 
	
	~~ 
	
	approve 
	
	17.585 
	
	0.373 
	
	0.373 
	
	0.231 
	
	0.231 
	

	hurtsel 
	
	~~ 
	
	fair 
	
	16.487 
	
	-0.231 
	
	-0.231 
	
	-0.242 
	
	-0.242 
	

	better 
	
	~~ 
	
	resolved 
	
	16.247 
	
	-0.667 
	
	-0.667 
	
	-0.232 
	
	-0.232 
	

	negativeF 
	
	=~ 
	
	worth 
	
	15.652 
	
	-0.214 
	
	-0.301 
	
	-0.164 
	
	-0.164 
	

	worth 
	
	~~ 
	
	loyal 
	
	15.492 
	
	-0.220 
	
	-0.220 
	
	-0.243 
	
	-0.243 
	

	contract 
	
	=~ 
	
	approve 
	
	15.177 
	
	0.458 
	
	0.348 
	
	0.218 
	
	0.218 
	

	negotiate 
	
	=~ 
	
	whatdo 
	
	15.096 
	
	0.422 
	
	0.489 
	
	0.212 
	
	0.212 
	

	whatdo 
	
	~~ 
	
	people 
	
	14.838 
	
	0.689 
	
	0.689 
	
	0.213 
	
	0.213 
	

	posemo 
	
	=~ 
	
	hconflic 
	
	14.671 
	
	-0.448 
	
	-0.555 
	
	-0.239 
	
	-0.239 
	

	hurtsel 
	
	~~ 
	
	fun 
	
	14.433 
	
	0.429 
	
	0.429 
	
	0.208 
	
	0.208 
	

	angry 
	
	~~ 
	
	confront 
	
	14.347 
	
	0.547 
	
	0.547 
	
	0.233 
	
	0.233 
	

	tense 
	
	~~ 
	
	jealous 
	
	13.817 
	
	-0.353 
	
	-0.353 
	
	-0.228 
	
	-0.228 
	

	approve 
	
	~~ 
	
	charm 
	
	13.710 
	
	0.500 
	
	0.500 
	
	0.202 
	
	0.202 
	

	fgood 
	
	~~ 
	
	outgoing 
	
	13.137 
	
	-0.472 
	
	-0.472 
	
	-0.219 
	
	-0.219 
	

	bully 
	
	=~ 
	
	outgoing 
	
	12.810 
	
	0.319 
	
	0.512 
	
	0.230 
	
	0.230 
	

	angry 
	
	~~ 
	
	approve 
	
	12.195 
	
	-0.333 
	
	-0.333 
	
	-0.194 
	
	-0.194 
	

	fun 
	
	~~ 
	
	hconflic 
	
	11.562 
	
	-0.563 
	
	-0.563 
	
	-0.186 
	
	-0.186 
	

	tense 
	
	~~ 
	
	hurtsel 
	
	11.496 
	
	-0.337 
	
	-0.337 
	
	-0.198 
	
	-0.198 
	

	bully 
	
	=~ 
	
	confuse 
	
	11.275 
	
	-0.163 
	
	-0.261 
	
	-0.128 
	
	-0.128 
	

	posemo 
	
	=~ 
	
	confuse 
	
	10.878 
	
	-0.205 
	
	-0.255 
	
	-0.124 
	
	-0.124 
	

	contract 
	
	=~ 
	
	express 
	
	10.351 
	
	-0.498 
	
	-0.378 
	
	-0.137 
	
	-0.137 
	

	posemo 
	
	=~ 
	
	express 
	
	10.268 
	
	-0.295 
	
	-0.367 
	
	-0.132 
	
	-0.132 
	

	bully 
	
	=~ 
	
	resolved 
	
	10.228 
	
	0.222 
	
	0.356 
	
	0.148 
	
	0.148 
	

	worth 
	
	~~ 
	
	fair 
	
	10.187 
	
	0.196 
	
	0.196 
	
	0.197 
	
	0.197 
	

	whatdo 
	
	~~ 
	
	confront 
	
	10.160 
	
	0.758 
	
	0.758 
	
	0.185 
	
	0.185 
	

	


 
First notice that I have drawn a line around regression coefficients (factor loadings) above that appear on the graphic below.  The problem is that you cannot read in the graphic.  It is still a pretty graphic that represents the results.  The next thing to notice above that the comparative fit index (CFI) is .859 and does not meet the .90 required to indicate a model fit.  The RMSEA at .066 does indicate a fit.  Further the Modification Indices indicate that we should allow Whatdo to load on the bully factor and that we should allow along and express to correlate.  Consequently, we do that in the next run.  Actually there were two other options – remove sad and whatdo.  The both had low loadings and would most likely improve the fit if removed.
Path Diagram
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We add whatdo to the bully factor and allow along and express to correlate leaving all other options as they were in the previous run.
Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	p 

	Model 
	
	421.000 
	
	45759.847 
	
	46057.500 
	
	951.451 
	
	0.000 
	

	


 
	Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	negativeF 
	
	=~ 
	
	tense 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	1.409 
	
	0.709 
	
	0.709 
	
	
	

	negativeF 
	
	=~ 
	
	fearful 
	
	
	
	0.979 
	
	0.067 
	
	14.515 
	
	< .001 
	
	0.847 
	
	1.111 
	
	1.380 
	
	0.783 
	
	0.783 
	
	
	

	negativeF 
	
	=~ 
	
	angry 
	
	
	
	1.007 
	
	0.073 
	
	13.757 
	
	< .001 
	
	0.864 
	
	1.151 
	
	1.419 
	
	0.741 
	
	0.741 
	
	
	

	negativeF 
	
	=~ 
	
	sad 
	
	
	
	1.005 
	
	0.075 
	
	13.323 
	
	< .001 
	
	0.857 
	
	1.153 
	
	1.416 
	
	0.692 
	
	0.692 
	
	
	

	negativeF 
	
	=~ 
	
	confuse 
	
	
	
	1.147 
	
	0.078 
	
	14.625 
	
	< .001 
	
	0.994 
	
	1.301 
	
	1.617 
	
	0.790 
	
	0.790 
	
	
	

	negativeF 
	
	=~ 
	
	hurtsel 
	
	
	
	0.883 
	
	0.066 
	
	13.301 
	
	< .001 
	
	0.753 
	
	1.013 
	
	1.244 
	
	0.715 
	
	0.715 
	
	
	

	negativeF 
	
	=~ 
	
	jealous 
	
	
	
	0.989 
	
	0.068 
	
	14.523 
	
	< .001 
	
	0.856 
	
	1.123 
	
	1.394 
	
	0.784 
	
	0.784 
	
	
	

	posemo 
	
	=~ 
	
	fgood 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	1.244 
	
	0.720 
	
	0.720 
	
	
	

	posemo 
	
	=~ 
	
	worth 
	
	
	
	1.089 
	
	0.082 
	
	13.258 
	
	< .001 
	
	0.928 
	
	1.249 
	
	1.354 
	
	0.737 
	
	0.737 
	
	
	

	posemo 
	
	=~ 
	
	fun 
	
	
	
	0.843 
	
	0.088 
	
	9.587 
	
	< .001 
	
	0.671 
	
	1.015 
	
	1.049 
	
	0.526 
	
	0.526 
	
	
	

	posemo 
	
	=~ 
	
	approve 
	
	
	
	0.717 
	
	0.071 
	
	10.177 
	
	< .001 
	
	0.579 
	
	0.856 
	
	0.893 
	
	0.559 
	
	0.559 
	
	
	

	posemo 
	
	=~ 
	
	lively 
	
	
	
	1.190 
	
	0.101 
	
	11.732 
	
	< .001 
	
	0.991 
	
	1.388 
	
	1.480 
	
	0.647 
	
	0.647 
	
	
	

	posemo 
	
	=~ 
	
	outgoing 
	
	
	
	1.049 
	
	0.098 
	
	10.663 
	
	< .001 
	
	0.856 
	
	1.242 
	
	1.305 
	
	0.587 
	
	0.587 
	
	
	

	posemo 
	
	=~ 
	
	produtiv 
	
	
	
	1.263 
	
	0.099 
	
	12.748 
	
	< .001 
	
	1.069 
	
	1.457 
	
	1.571 
	
	0.706 
	
	0.706 
	
	
	

	posemo 
	
	=~ 
	
	sad 
	
	
	
	-0.370 
	
	0.067 
	
	-5.529 
	
	< .001 
	
	-0.501 
	
	-0.239 
	
	-0.460 
	
	-0.225 
	
	-0.225 
	
	
	

	posemo 
	
	=~ 
	
	whatdo 
	
	
	
	-0.615 
	
	0.119 
	
	-5.165 
	
	< .001 
	
	-0.849 
	
	-0.382 
	
	-0.765 
	
	-0.332 
	
	-0.332 
	
	
	

	contract 
	
	=~ 
	
	fair 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	0.761 
	
	0.696 
	
	0.696 
	
	
	

	contract 
	
	=~ 
	
	loyal 
	
	
	
	0.908 
	
	0.083 
	
	10.896 
	
	< .001 
	
	0.745 
	
	1.072 
	
	0.691 
	
	0.695 
	
	0.695 
	
	
	

	contract 
	
	=~ 
	
	trust 
	
	
	
	0.836 
	
	0.077 
	
	10.797 
	
	< .001 
	
	0.685 
	
	0.988 
	
	0.636 
	
	0.685 
	
	0.685 
	
	
	

	contract 
	
	=~ 
	
	kind 
	
	
	
	0.876 
	
	0.083 
	
	10.512 
	
	< .001 
	
	0.712 
	
	1.039 
	
	0.666 
	
	0.659 
	
	0.659 
	
	
	

	bully 
	
	=~ 
	
	charge 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	1.606 
	
	0.701 
	
	0.701 
	
	
	

	bully 
	
	=~ 
	
	people 
	
	
	
	0.965 
	
	0.073 
	
	13.214 
	
	< .001 
	
	0.821 
	
	1.108 
	
	1.549 
	
	0.739 
	
	0.739 
	
	
	

	bully 
	
	=~ 
	
	hconflic 
	
	
	
	0.923 
	
	0.080 
	
	11.523 
	
	< .001 
	
	0.766 
	
	1.080 
	
	1.483 
	
	0.638 
	
	0.638 
	
	
	

	bully 
	
	=~ 
	
	show 
	
	
	
	0.874 
	
	0.072 
	
	12.193 
	
	< .001 
	
	0.733 
	
	1.014 
	
	1.403 
	
	0.677 
	
	0.677 
	
	
	

	bully 
	
	=~ 
	
	better 
	
	
	
	0.950 
	
	0.076 
	
	12.452 
	
	< .001 
	
	0.800 
	
	1.099 
	
	1.525 
	
	0.693 
	
	0.693 
	
	
	

	bully 
	
	=~ 
	
	charm 
	
	
	
	0.859 
	
	0.081 
	
	10.654 
	
	< .001 
	
	0.701 
	
	1.017 
	
	1.379 
	
	0.587 
	
	0.587 
	
	
	

	bully 
	
	=~ 
	
	positive 
	
	
	
	0.623 
	
	0.065 
	
	9.604 
	
	< .001 
	
	0.496 
	
	0.750 
	
	1.000 
	
	0.527 
	
	0.527 
	
	
	

	bully 
	
	=~ 
	
	whatdo 
	
	
	
	1.147 
	
	0.108 
	
	10.662 
	
	< .001 
	
	0.936 
	
	1.358 
	
	1.842 
	
	0.800 
	
	0.800 
	
	
	

	negotiate 
	
	=~ 
	
	firm 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	1.215 
	
	0.601 
	
	0.601 
	
	
	

	negotiate 
	
	=~ 
	
	along 
	
	
	
	1.565 
	
	0.151 
	
	10.388 
	
	< .001 
	
	1.270 
	
	1.860 
	
	1.902 
	
	0.701 
	
	0.701 
	
	
	

	negotiate 
	
	=~ 
	
	express 
	
	
	
	1.544 
	
	0.152 
	
	10.137 
	
	< .001 
	
	1.245 
	
	1.842 
	
	1.876 
	
	0.677 
	
	0.677 
	
	
	

	negotiate 
	
	=~ 
	
	confront 
	
	
	
	2.023 
	
	0.178 
	
	11.346 
	
	< .001 
	
	1.674 
	
	2.373 
	
	2.459 
	
	0.830 
	
	0.830 
	
	
	

	negotiate 
	
	=~ 
	
	resolved 
	
	
	
	1.360 
	
	0.132 
	
	10.309 
	
	< .001 
	
	1.101 
	
	1.618 
	
	1.652 
	
	0.685 
	
	0.685 
	
	
	

	along 
	
	~~ 
	
	express 
	
	
	
	1.495 
	
	0.285 
	
	5.244 
	
	< .001 
	
	0.936 
	
	2.054 
	
	1.495 
	
	0.378 
	
	0.378 
	
	
	

	tense 
	
	~~ 
	
	tense 
	
	
	
	1.969 
	
	0.158 
	
	12.464 
	
	< .001 
	
	1.659 
	
	2.278 
	
	1.969 
	
	0.498 
	
	0.498 
	
	
	

	fearful 
	
	~~ 
	
	fearful 
	
	
	
	1.198 
	
	0.103 
	
	11.580 
	
	< .001 
	
	0.995 
	
	1.401 
	
	1.198 
	
	0.386 
	
	0.386 
	
	
	

	angry 
	
	~~ 
	
	angry 
	
	
	
	1.656 
	
	0.136 
	
	12.149 
	
	< .001 
	
	1.389 
	
	1.923 
	
	1.656 
	
	0.451 
	
	0.451 
	
	
	

	sad 
	
	~~ 
	
	sad 
	
	
	
	1.830 
	
	0.151 
	
	12.100 
	
	< .001 
	
	1.533 
	
	2.126 
	
	1.830 
	
	0.437 
	
	0.437 
	
	
	

	confuse 
	
	~~ 
	
	confuse 
	
	
	
	1.578 
	
	0.137 
	
	11.477 
	
	< .001 
	
	1.308 
	
	1.847 
	
	1.578 
	
	0.376 
	
	0.376 
	
	
	

	hurtsel 
	
	~~ 
	
	hurtsel 
	
	
	
	1.477 
	
	0.119 
	
	12.404 
	
	< .001 
	
	1.243 
	
	1.710 
	
	1.477 
	
	0.488 
	
	0.488 
	
	
	

	jealous 
	
	~~ 
	
	jealous 
	
	
	
	1.219 
	
	0.105 
	
	11.573 
	
	< .001 
	
	1.013 
	
	1.426 
	
	1.219 
	
	0.385 
	
	0.385 
	
	
	

	fgood 
	
	~~ 
	
	fgood 
	
	
	
	1.439 
	
	0.125 
	
	11.512 
	
	< .001 
	
	1.194 
	
	1.684 
	
	1.439 
	
	0.482 
	
	0.482 
	
	
	

	worth 
	
	~~ 
	
	worth 
	
	
	
	1.544 
	
	0.137 
	
	11.253 
	
	< .001 
	
	1.275 
	
	1.813 
	
	1.544 
	
	0.457 
	
	0.457 
	
	
	

	fun 
	
	~~ 
	
	fun 
	
	
	
	2.872 
	
	0.219 
	
	13.110 
	
	< .001 
	
	2.442 
	
	3.301 
	
	2.872 
	
	0.723 
	
	0.723 
	
	
	

	approve 
	
	~~ 
	
	approve 
	
	
	
	1.751 
	
	0.135 
	
	12.945 
	
	< .001 
	
	1.486 
	
	2.016 
	
	1.751 
	
	0.687 
	
	0.687 
	
	
	

	lively 
	
	~~ 
	
	lively 
	
	
	
	3.039 
	
	0.246 
	
	12.333 
	
	< .001 
	
	2.556 
	
	3.522 
	
	3.039 
	
	0.581 
	
	0.581 
	
	
	

	outgoing 
	
	~~ 
	
	outgoing 
	
	
	
	3.246 
	
	0.254 
	
	12.786 
	
	< .001 
	
	2.749 
	
	3.744 
	
	3.246 
	
	0.656 
	
	0.656 
	
	
	

	produtiv 
	
	~~ 
	
	produtiv 
	
	
	
	2.482 
	
	0.212 
	
	11.698 
	
	< .001 
	
	2.066 
	
	2.898 
	
	2.482 
	
	0.501 
	
	0.501 
	
	
	

	whatdo 
	
	~~ 
	
	whatdo 
	
	
	
	2.995 
	
	0.264 
	
	11.360 
	
	< .001 
	
	2.478 
	
	3.512 
	
	2.995 
	
	0.565 
	
	0.565 
	
	
	

	fair 
	
	~~ 
	
	fair 
	
	
	
	0.617 
	
	0.060 
	
	10.312 
	
	< .001 
	
	0.500 
	
	0.734 
	
	0.617 
	
	0.516 
	
	0.516 
	
	
	

	loyal 
	
	~~ 
	
	loyal 
	
	
	
	0.512 
	
	0.050 
	
	10.339 
	
	< .001 
	
	0.415 
	
	0.610 
	
	0.512 
	
	0.518 
	
	0.518 
	
	
	

	trust 
	
	~~ 
	
	trust 
	
	
	
	0.459 
	
	0.044 
	
	10.535 
	
	< .001 
	
	0.373 
	
	0.544 
	
	0.459 
	
	0.531 
	
	0.531 
	
	
	

	kind 
	
	~~ 
	
	kind 
	
	
	
	0.578 
	
	0.053 
	
	10.995 
	
	< .001 
	
	0.475 
	
	0.681 
	
	0.578 
	
	0.566 
	
	0.566 
	
	
	

	charge 
	
	~~ 
	
	charge 
	
	
	
	2.666 
	
	0.221 
	
	12.057 
	
	< .001 
	
	2.233 
	
	3.099 
	
	2.666 
	
	0.508 
	
	0.508 
	
	
	

	people 
	
	~~ 
	
	people 
	
	
	
	1.991 
	
	0.172 
	
	11.580 
	
	< .001 
	
	1.654 
	
	2.328 
	
	1.991 
	
	0.453 
	
	0.453 
	
	
	

	hconflic 
	
	~~ 
	
	hconflic 
	
	
	
	3.206 
	
	0.254 
	
	12.622 
	
	< .001 
	
	2.708 
	
	3.704 
	
	3.206 
	
	0.593 
	
	0.593 
	
	
	

	show 
	
	~~ 
	
	show 
	
	
	
	2.320 
	
	0.189 
	
	12.297 
	
	< .001 
	
	1.951 
	
	2.690 
	
	2.320 
	
	0.541 
	
	0.541 
	
	
	

	better 
	
	~~ 
	
	better 
	
	
	
	2.519 
	
	0.207 
	
	12.146 
	
	< .001 
	
	2.113 
	
	2.926 
	
	2.519 
	
	0.520 
	
	0.520 
	
	
	

	charm 
	
	~~ 
	
	charm 
	
	
	
	3.610 
	
	0.279 
	
	12.940 
	
	< .001 
	
	3.063 
	
	4.157 
	
	3.610 
	
	0.655 
	
	0.655 
	
	
	

	positive 
	
	~~ 
	
	positive 
	
	
	
	2.597 
	
	0.196 
	
	13.221 
	
	< .001 
	
	2.212 
	
	2.982 
	
	2.597 
	
	0.722 
	
	0.722 
	
	
	

	firm 
	
	~~ 
	
	firm 
	
	
	
	2.618 
	
	0.211 
	
	12.389 
	
	< .001 
	
	2.204 
	
	3.032 
	
	2.618 
	
	0.639 
	
	0.639 
	
	
	

	along 
	
	~~ 
	
	along 
	
	
	
	3.754 
	
	0.344 
	
	10.917 
	
	< .001 
	
	3.080 
	
	4.428 
	
	3.754 
	
	0.509 
	
	0.509 
	
	
	

	express 
	
	~~ 
	
	express 
	
	
	
	4.161 
	
	0.370 
	
	11.239 
	
	< .001 
	
	3.436 
	
	4.887 
	
	4.161 
	
	0.542 
	
	0.542 
	
	
	

	confront 
	
	~~ 
	
	confront 
	
	
	
	2.720 
	
	0.360 
	
	7.549 
	
	< .001 
	
	2.014 
	
	3.427 
	
	2.720 
	
	0.310 
	
	0.310 
	
	
	

	resolved 
	
	~~ 
	
	resolved 
	
	
	
	3.085 
	
	0.270 
	
	11.422 
	
	< .001 
	
	2.556 
	
	3.614 
	
	3.085 
	
	0.531 
	
	0.531 
	
	
	

	negativeF 
	
	~~ 
	
	negativeF 
	
	
	
	1.986 
	
	0.256 
	
	7.773 
	
	< .001 
	
	1.485 
	
	2.487 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	posemo 
	
	~~ 
	
	posemo 
	
	
	
	1.547 
	
	0.200 
	
	7.732 
	
	< .001 
	
	1.155 
	
	1.940 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	contract 
	
	~~ 
	
	contract 
	
	
	
	0.579 
	
	0.084 
	
	6.921 
	
	< .001 
	
	0.415 
	
	0.743 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	bully 
	
	~~ 
	
	bully 
	
	
	
	2.579 
	
	0.342 
	
	7.544 
	
	< .001 
	
	1.909 
	
	3.250 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	negotiate 
	
	~~ 
	
	negotiate 
	
	
	
	1.477 
	
	0.246 
	
	6.014 
	
	< .001 
	
	0.996 
	
	1.958 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	negativeF 
	
	~~ 
	
	posemo 
	
	
	
	-0.191 
	
	0.103 
	
	-1.846 
	
	0.065 
	
	-0.394 
	
	0.012 
	
	-0.109 
	
	-0.109 
	
	-0.109 
	
	
	

	negativeF 
	
	~~ 
	
	contract 
	
	
	
	-0.197 
	
	0.067 
	
	-2.930 
	
	0.003 
	
	-0.328 
	
	-0.065 
	
	-0.183 
	
	-0.183 
	
	-0.183 
	
	
	

	negativeF 
	
	~~ 
	
	bully 
	
	
	
	0.422 
	
	0.135 
	
	3.124 
	
	0.002 
	
	0.157 
	
	0.687 
	
	0.186 
	
	0.186 
	
	0.186 
	
	
	

	negativeF 
	
	~~ 
	
	negotiate 
	
	
	
	0.440 
	
	0.109 
	
	4.023 
	
	< .001 
	
	0.226 
	
	0.655 
	
	0.257 
	
	0.257 
	
	0.257 
	
	
	

	posemo 
	
	~~ 
	
	contract 
	
	
	
	0.380 
	
	0.068 
	
	5.592 
	
	< .001 
	
	0.247 
	
	0.514 
	
	0.402 
	
	0.402 
	
	0.402 
	
	
	

	posemo 
	
	~~ 
	
	bully 
	
	
	
	1.182 
	
	0.157 
	
	7.509 
	
	< .001 
	
	0.874 
	
	1.491 
	
	0.592 
	
	0.592 
	
	0.592 
	
	
	

	posemo 
	
	~~ 
	
	negotiate 
	
	
	
	0.273 
	
	0.095 
	
	2.876 
	
	0.004 
	
	0.087 
	
	0.459 
	
	0.181 
	
	0.181 
	
	0.181 
	
	
	

	contract 
	
	~~ 
	
	bully 
	
	
	
	0.271 
	
	0.079 
	
	3.419 
	
	< .001 
	
	0.116 
	
	0.426 
	
	0.221 
	
	0.221 
	
	0.221 
	
	
	

	contract 
	
	~~ 
	
	negotiate 
	
	
	
	0.103 
	
	0.059 
	
	1.752 
	
	0.080 
	
	-0.012 
	
	0.219 
	
	0.112 
	
	0.112 
	
	0.112 
	
	
	

	bully 
	
	~~ 
	
	negotiate 
	
	
	
	0.605 
	
	0.131 
	
	4.603 
	
	< .001 
	
	0.347 
	
	0.862 
	
	0.310 
	
	0.310 
	
	0.310 
	
	
	

	


 
	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	1.217 
	

	χ² 
	
	951.451 
	

	Degrees of freedom 
	
	421.000 
	

	p 
	
	< .001 
	

	


 
	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.895 
	

	Tucker-Lewis Index (TLI) 
	
	0.884 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.884 
	

	Bentler-Bonett Normed Fit Index (NFI) 
	
	0.827 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.749 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.809 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.896 
	

	Relative Noncentrality Index (RNI) 
	
	0.895 
	

	


 
	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	-22804.924 
	

	Loglikelihood unrestricted model (H1) 
	
	-22329.198 
	

	Number of free parameters 
	
	75 
	

	Akaike (AIC) 
	
	45759.847 
	

	Bayesian (BIC) 
	
	46057.500 
	

	Sample-size adjusted Bayesian (BIC) 
	
	45819.529 
	

	


 
	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.057 
	

	Upper 90% CI 
	
	0.062 
	

	Lower 90% CI 
	
	0.052 
	

	p-value RMSEA <= 0.05 
	
	0.011 
	

	


Path Diagram
[image: ]

The model now fits (well close enough)  CFI at .895 and RMSEA at .057.
[image: ]
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Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	p 

	Model 
	
	151.000 
	
	26043.963 
	
	26199.041 
	
	754.501 
	
	0.000 
	

	


 
	Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	Factor1 
	
	=~ 
	
	interest 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	1.632 
	
	0.840 
	
	0.840 
	
	
	

	Factor1 
	
	=~ 
	
	accepted 
	
	
	
	0.966 
	
	0.048 
	
	20.045 
	
	< .001 
	
	0.872 
	
	1.061 
	
	1.577 
	
	0.816 
	
	0.816 
	
	
	

	Factor1 
	
	=~ 
	
	knewtalk 
	
	
	
	1.026 
	
	0.047 
	
	21.679 
	
	< .001 
	
	0.933 
	
	1.118 
	
	1.674 
	
	0.856 
	
	0.856 
	
	
	

	Factor1 
	
	=~ 
	
	comfort 
	
	
	
	1.035 
	
	0.049 
	
	21.082 
	
	< .001 
	
	0.939 
	
	1.131 
	
	1.689 
	
	0.842 
	
	0.842 
	
	
	

	Factor1 
	
	=~ 
	
	clear 
	
	
	
	0.888 
	
	0.043 
	
	20.653 
	
	< .001 
	
	0.804 
	
	0.972 
	
	1.450 
	
	0.831 
	
	0.831 
	
	
	

	Factor1 
	
	=~ 
	
	listened 
	
	
	
	1.033 
	
	0.046 
	
	22.363 
	
	< .001 
	
	0.942 
	
	1.124 
	
	1.686 
	
	0.872 
	
	0.872 
	
	
	

	Factor1 
	
	=~ 
	
	specific 
	
	
	
	0.906 
	
	0.056 
	
	16.221 
	
	< .001 
	
	0.797 
	
	1.015 
	
	1.479 
	
	0.708 
	
	0.708 
	
	
	

	Factor1 
	
	=~ 
	
	samtrack 
	
	
	
	1.144 
	
	0.055 
	
	20.634 
	
	< .001 
	
	1.035 
	
	1.253 
	
	1.867 
	
	0.831 
	
	0.831 
	
	
	

	Factor2 
	
	=~ 
	
	hopeful 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	1.705 
	
	0.820 
	
	0.820 
	
	
	

	Factor2 
	
	=~ 
	
	plan 
	
	
	
	1.026 
	
	0.053 
	
	19.420 
	
	< .001 
	
	0.922 
	
	1.129 
	
	1.749 
	
	0.815 
	
	0.815 
	
	
	

	Factor2 
	
	=~ 
	
	fltbetr 
	
	
	
	1.108 
	
	0.052 
	
	21.378 
	
	< .001 
	
	1.006 
	
	1.210 
	
	1.889 
	
	0.868 
	
	0.868 
	
	
	

	Factor2 
	
	=~ 
	
	solvable 
	
	
	
	1.030 
	
	0.051 
	
	20.174 
	
	< .001 
	
	0.930 
	
	1.130 
	
	1.756 
	
	0.836 
	
	0.836 
	
	
	

	Factor2 
	
	=~ 
	
	togoals 
	
	
	
	1.064 
	
	0.050 
	
	21.313 
	
	< .001 
	
	0.966 
	
	1.162 
	
	1.814 
	
	0.866 
	
	0.866 
	
	
	

	Factor2 
	
	=~ 
	
	recogniz 
	
	
	
	0.932 
	
	0.057 
	
	16.408 
	
	< .001 
	
	0.820 
	
	1.043 
	
	1.589 
	
	0.724 
	
	0.724 
	
	
	

	Factor2 
	
	=~ 
	
	involved 
	
	
	
	0.971 
	
	0.047 
	
	20.462 
	
	< .001 
	
	0.878 
	
	1.064 
	
	1.656 
	
	0.844 
	
	0.844 
	
	
	

	Factor2 
	
	=~ 
	
	newways 
	
	
	
	0.961 
	
	0.051 
	
	19.021 
	
	< .001 
	
	0.862 
	
	1.060 
	
	1.639 
	
	0.804 
	
	0.804 
	
	
	

	Factor2 
	
	=~ 
	
	past 
	
	
	
	0.773 
	
	0.059 
	
	13.153 
	
	< .001 
	
	0.657 
	
	0.888 
	
	1.317 
	
	0.610 
	
	0.610 
	
	
	

	Factor2 
	
	=~ 
	
	relates 
	
	
	
	0.750 
	
	0.062 
	
	12.181 
	
	< .001 
	
	0.629 
	
	0.870 
	
	1.279 
	
	0.573 
	
	0.573 
	
	
	

	Factor2 
	
	=~ 
	
	benefitd 
	
	
	
	1.029 
	
	0.048 
	
	21.367 
	
	< .001 
	
	0.935 
	
	1.123 
	
	1.754 
	
	0.867 
	
	0.867 
	
	
	

	interest 
	
	~~ 
	
	interest 
	
	
	
	1.112 
	
	0.091 
	
	12.258 
	
	< .001 
	
	0.935 
	
	1.290 
	
	1.112 
	
	0.295 
	
	0.295 
	
	
	

	accepted 
	
	~~ 
	
	accepted 
	
	
	
	1.245 
	
	0.099 
	
	12.555 
	
	< .001 
	
	1.051 
	
	1.440 
	
	1.245 
	
	0.334 
	
	0.334 
	
	
	

	knewtalk 
	
	~~ 
	
	knewtalk 
	
	
	
	1.023 
	
	0.085 
	
	11.999 
	
	< .001 
	
	0.856 
	
	1.190 
	
	1.023 
	
	0.267 
	
	0.267 
	
	
	

	comfort 
	
	~~ 
	
	comfort 
	
	
	
	1.172 
	
	0.096 
	
	12.229 
	
	< .001 
	
	0.984 
	
	1.360 
	
	1.172 
	
	0.291 
	
	0.291 
	
	
	

	clear 
	
	~~ 
	
	clear 
	
	
	
	0.938 
	
	0.076 
	
	12.374 
	
	< .001 
	
	0.790 
	
	1.087 
	
	0.938 
	
	0.309 
	
	0.309 
	
	
	

	listened 
	
	~~ 
	
	listened 
	
	
	
	0.899 
	
	0.077 
	
	11.685 
	
	< .001 
	
	0.749 
	
	1.050 
	
	0.899 
	
	0.240 
	
	0.240 
	
	
	

	specific 
	
	~~ 
	
	specific 
	
	
	
	2.171 
	
	0.163 
	
	13.292 
	
	< .001 
	
	1.851 
	
	2.491 
	
	2.171 
	
	0.498 
	
	0.498 
	
	
	

	samtrack 
	
	~~ 
	
	samtrack 
	
	
	
	1.563 
	
	0.126 
	
	12.380 
	
	< .001 
	
	1.315 
	
	1.810 
	
	1.563 
	
	0.309 
	
	0.309 
	
	
	

	hopeful 
	
	~~ 
	
	hopeful 
	
	
	
	1.419 
	
	0.111 
	
	12.768 
	
	< .001 
	
	1.201 
	
	1.637 
	
	1.419 
	
	0.328 
	
	0.328 
	
	
	

	plan 
	
	~~ 
	
	plan 
	
	
	
	1.541 
	
	0.120 
	
	12.807 
	
	< .001 
	
	1.305 
	
	1.776 
	
	1.541 
	
	0.335 
	
	0.335 
	
	
	

	fltbetr 
	
	~~ 
	
	fltbetr 
	
	
	
	1.172 
	
	0.096 
	
	12.146 
	
	< .001 
	
	0.983 
	
	1.361 
	
	1.172 
	
	0.247 
	
	0.247 
	
	
	

	solvable 
	
	~~ 
	
	solvable 
	
	
	
	1.326 
	
	0.105 
	
	12.596 
	
	< .001 
	
	1.120 
	
	1.532 
	
	1.326 
	
	0.301 
	
	0.301 
	
	
	

	togoals 
	
	~~ 
	
	togoals 
	
	
	
	1.097 
	
	0.090 
	
	12.175 
	
	< .001 
	
	0.920 
	
	1.273 
	
	1.097 
	
	0.250 
	
	0.250 
	
	
	

	recogniz 
	
	~~ 
	
	recogniz 
	
	
	
	2.285 
	
	0.171 
	
	13.354 
	
	< .001 
	
	1.950 
	
	2.621 
	
	2.285 
	
	0.475 
	
	0.475 
	
	
	

	involved 
	
	~~ 
	
	involved 
	
	
	
	1.108 
	
	0.089 
	
	12.503 
	
	< .001 
	
	0.935 
	
	1.282 
	
	1.108 
	
	0.288 
	
	0.288 
	
	
	

	newways 
	
	~~ 
	
	newways 
	
	
	
	1.466 
	
	0.114 
	
	12.903 
	
	< .001 
	
	1.244 
	
	1.689 
	
	1.466 
	
	0.353 
	
	0.353 
	
	
	

	past 
	
	~~ 
	
	past 
	
	
	
	2.924 
	
	0.214 
	
	13.670 
	
	< .001 
	
	2.505 
	
	3.343 
	
	2.924 
	
	0.628 
	
	0.628 
	
	
	

	relates 
	
	~~ 
	
	relates 
	
	
	
	3.346 
	
	0.244 
	
	13.735 
	
	< .001 
	
	2.869 
	
	3.824 
	
	3.346 
	
	0.672 
	
	0.672 
	
	
	

	benefitd 
	
	~~ 
	
	benefitd 
	
	
	
	1.013 
	
	0.083 
	
	12.151 
	
	< .001 
	
	0.849 
	
	1.176 
	
	1.013 
	
	0.248 
	
	0.248 
	
	
	

	Factor1 
	
	~~ 
	
	Factor1 
	
	
	
	2.664 
	
	0.261 
	
	10.211 
	
	< .001 
	
	2.153 
	
	3.176 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	Factor2 
	
	~~ 
	
	Factor2 
	
	
	
	2.908 
	
	0.295 
	
	9.861 
	
	< .001 
	
	2.330 
	
	3.485 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	Factor1 
	
	~~ 
	
	Factor2 
	
	
	
	1.945 
	
	0.199 
	
	9.787 
	
	< .001 
	
	1.555 
	
	2.334 
	
	0.699 
	
	0.699 
	
	0.699 
	
	
	

	


 
	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	0.957 
	

	χ² 
	
	754.501 
	

	Degrees of freedom 
	
	151.000 
	

	p 
	
	< .001 
	

	


 
	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.909 
	

	Tucker-Lewis Index (TLI) 
	
	0.897 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.897 
	

	Bentler-Bonett Normed Fit Index (NFI) 
	
	0.889 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.785 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.874 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.909 
	

	Relative Noncentrality Index (RNI) 
	
	0.909 
	

	


 
	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	-12982.982 
	

	Loglikelihood unrestricted model (H1) 
	
	-12605.731 
	

	Number of free parameters 
	
	39 
	

	Akaike (AIC) 
	
	26043.963 
	

	Bayesian (BIC) 
	
	26199.041 
	

	Sample-size adjusted Bayesian (BIC) 
	
	26075.294 
	

	


 
	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.101 
	

	Upper 90% CI 
	
	0.108 
	

	Lower 90% CI 
	
	0.094 
	

	p-value RMSEA <= 0.05 
	
	< .001 
	

	


 
	Standardized Root Mean Square Residual 

	  
	Model 

	RMR 
	
	0.230 
	

	RMR (No Mean) 
	
	0.230 
	

	SRMR 
	
	0.052 
	

	


 
	Other Fit Indices 

	  
	Model 

	Hoelter Critical N (CN) alpha=0.05 
	
	95.349 
	

	Hoelter Critical N (CN) alpha=0.01 
	
	102.485 
	

	Goodness of Fit Index (GFI) 
	
	0.829 
	

	Parsimony Goodness of Fit Index (GFI) 
	
	0.785 
	

	McDonald Fit Index (MFI) 
	
	0.465 
	

	


 
	R-Squared 

	Variable 
	R² 

	interest 
	
	0.705 
	

	accepted 
	
	0.666 
	

	knewtalk 
	
	0.733 
	

	comfort 
	
	0.709 
	

	clear 
	
	0.691 
	

	listened 
	
	0.760 
	

	specific 
	
	0.502 
	

	samtrack 
	
	0.691 
	

	hopeful 
	
	0.672 
	

	plan 
	
	0.665 
	

	fltbetr 
	
	0.753 
	

	solvable 
	
	0.699 
	

	togoals 
	
	0.750 
	

	recogniz 
	
	0.525 
	

	involved 
	
	0.712 
	

	newways 
	
	0.647 
	

	past 
	
	0.372 
	

	relates 
	
	0.328 
	

	benefitd 
	
	0.752 
	

	


 
Path Diagram
[image: ]
As noted by the CFI .909 (close enough)  and the RMSEA at .101 this model fits so the Modification Indices were not shown to save a little space.





EQS runs
This is somewhat comparable to the LAVAAN above.
[image: ]

[image: ]

[image: ]
Confirmatory factor analysis is a procedure for determining centrality and at the same time identifying convergent and discriminant validity.  Centrality can be further demonstrated by bifactor and hierarchical analysis.  [this is a repeat from above – fix it.]
LAVAAN would not run any of the higher order SEM models.   Said non-determinant matrix in all cases attempted.
Ran in in EQS which did not complain.

Item Response Theory


Chapter 11  Test Construction


Writing Items For Psychological Tests

Outcome Measure:  A survey or measuring instrument could be either a measure of some input or the measure of some outcome.  Two synonyms for this concept are outcome measure and criterion variable.  It is the measure of the amount of some mental health.  It could be a single question, a questionnaire, a multi dimensional questionnaire or an extensive analysis.
Treatment Measure:  This may also be referred to as the treatment variable.  This is the amount of a specific treatment administered to a client.
Converting psychological objects (goals, attitudes, feelings, traits or behavior) into observable situations is termed psychometry.  That is, to make statements so that they can be used to determine to what degree a psychological object is present.  Such statements will now be referred to as items and tests (a test being one or more items).
Items are designed to will indicate some quantity of the psychological object. There are two ways which this can be done:  The first is that quantification be contained in the statement itself.  The second is that the statement contain only the psychological object and quantifying statement or numbers follow the stem. Which of these methods you choose will depend upon your needs, the nature of your statements and the validity in the various methods.

The following are examples of four popular methods which includes instructions and three sample items:

Method #1 (Likert Type)



This scale has been prepared so that you indicate how you feel.  Please respond to every item.  In each case, draw a circle around the letter which represents your own reaction as follows:

SA	if you strongly agree with the statement
 A	if you agree but not as strongly
 N	if you are neutral
 D	if you disagree but not too strongly
SD	if you strongly disagree

Remember the only correct answer is the one which actually represents how you feel.

1.  I am nervous.			SA A N D SD
2.  I get nervous easily.		SA A N D SD
3.  Not many things bother me.	SA A N D SD
Method #2 (Modified Likert)

Instructions would be the same as in Method #1.  Items would change as follows:

1.  I am nervous		Never    Infrequently    Now and Then    Often    Always
2.  I get nervous easily	Never    Infrequently    Now and Then    Often    Always
3.  Things bother me.		Never    Infrequently    Now and Then    Often    Always


Method #3 (Thurstone)

Below is a series of statements about your feelings.  Read each statement and put a check beside the statement that reflects how you feel.
1.  Lots of things bother me.	     
2.  I sometimes get nervous.	     
3.  Nothing bothers me.	     

Method #4 (Semantic Differential)

This scale has been prepared so that you can indicate how you feel.  There are pairs of words with opposite meanings.  Place a check in the blank closet to the word that indicates your feelings.  If you are neutral, place a check in the middle blank.

1.  Anxious	     	     	     	     	     	     	     	Calm
2.  Excited	     	     	     	     	     	     	     	Indifferent
3.  Elated	     	     	     	     	     	     	     	Depressed

Method I (Likert) could also be changed to true or false.  That is, either it did occur or it did not.

The Likert method is recommended as a standard; the other methods are for special cases.  The problem with true-false formats (and consequently the check-list) is that it produces dichotomous data and in a sense is a forced-choice item.  Statistical power is lost in dichotomous data, and some participants indicate that they cannot respond with their true feelings on forced-choice items.  The semantic differential is essentially like the Likert method but takes up more room on a page and takes a lot more time to write items.  The problem with ranking is that many respondents answer such items incorrectly by responding to them like a checklist or leaving out some of the response set.  (Don't ever use the ranking method.)
Writing items
The following discussion is written for the beginner in writing items.  It is written to give hints about making goals into criterion variables.
State the goals so that it appears that two or more people could agree when the target person had reached the goal.  This can later be tested as reliability but at present the interest is in writing items so don't be too much of a stickler.  For example, the goal may be for a psychiatric patient to stop talking to himself.  Suppose that the client finds out that this is the goal and talks to himself only when he is not being observed.  It should be noted that the behavior has not stopped, but it will not be measured accurately.  On the other hand, if the goal is for the person not to talk to himself when someone else is present, the measure is accurate.  Such issues should be clarified.

In another example, the goal may for a client to be "free from anxiety."  The problem is to make such a goal into a statement in which it could be determined by two or more people that the person was "free of anxiety."  The best way is to  make as many statements as possible about anxiety and then test the reliability of such statements.  Some such statements might be: (1) Do his/her hands shake?  (2) Will s/he go out on his/her own?  (3) Is s\he fearful?  (4) Is s\he afraid of people? etc.
The main point to be made here is that the statement must describe a situation in which some quantitative judgement can be made as to whether the client has reached the goal or not.

The next step is to make as many statements as are feasible to include all the goals which you have stated.  The following are some informal rules for writing items for measurement.  They are not absolute rules, but the more of them that are broken, the less likely is the reliability of the item.  Apply these rules to the statements which you make about the goals.

1.  Avoid statements that may be interpreted in more than one way.
2.  Avoid statements that are irrelevant to the psychological object under consideration.
3.  Avoid statements that refer to the past rather than the present (unless it is specifically the past you are concerned about).
4.  Avoid statements that are likely to be endorsed by almost everyone or almost nobody.
5.  Select statements that are believed to cover the range of the goal or goals you have outlined.
6.  Keep the language of the statements simple, clear, and direct.
7.  Statements should be short, rarely exceeding 12 words.
8.  Each statement should contain only one complete thought.
9.  Statements containing universals such as all, always, none or never, often introduce ambiguity and should be avoided.   
10.  Such words as only, just, merely, and others of a similar nature should be used with care and moderation in writing statements.
11.  Whenever possible statements should be in the form of simple sentences rather than in the form of compound and complex sentences.
12.  Avoid the use of words that may not be understood by those who will be using the scale.
13.  Avoid the use of double negatives.


Scoring a Likert test:
This scale has been designed so that you can rate a patient on their abilities in certain mental health areas.  Please respond to every item.  In each case, draw a circle around the letter which represents what you think his abilities are as follows:  

SA  if you strongly agree with the statement
 A  if you agree but not as strongly
 N  if you are neutral
 D  if you disagree but not too strongly
SD  if you strongly disagree

1.  The patient hears voices.			SA  A  N  D  SD

2.  The patient shaves himself.		SA  A  N  D  SD

3.  The patient interacts appropriately.  	SA  A  N  D  SD

Face reliability scoring.

Decide which items are positive and which are negative in relation to the goals established.  That is, if the goal is for the person to be competent, then the item, "The patient shaves himself" would be positive.  On the other hand, "The patient hears voices" is negative.  If you have an item which you cannot decide whether it is positive or negative, then you should discard it or change the wording to make it either positive or negative.  If you wish to keep the item as it is, you can item analyze the items, and it will be determined.  After you have decided whether the item is positive or negative, give values to the letters as follows:

If the item is positive:

SA = 5
 A = 4
 N = 3
 D = 2	   
SD = 1

If the item is negative:

SA = 1
 A = 2
 N = 3
 D = 4
SD = 5


How many weights should there be on the Likert scale.  The true-false item has two weights.  The five point scale above has 5 weights (usually 1, 2, 3, 4, and 5).  There are some studies to indicate that reliability improves as the number of weights increase up to about 15.  The improvement begins to wane at about 7 or 8.  When people are making subjective judgments they tend to give fractional weights when the judgment is between two numbers.  For example, when the judgment is either 1 or 2 and the person making the judgment is in between will indicate 1 and a half.  This will happen more frequently when there is no middle weight (some people are truly undecided on in the middle--to force them one way or another causes unreliability).  It happens in another way: when using a 10 point scale judges will sometimes report 7 and a half.  So that this is half way between the "half-way" point and the highest point of the scale.  There is some evidence that people can make this "half-way" judgment three time.  A nine point scale (0 1 2 3 4 5 6 7 8 ) allows such a possibility.  Four is half-way between 0 and 8, 2 is half-way between 0 and 4, and finally 3 is half-way between 2 and 4.  At any rate the 9 point scale (0 through 8) is recommended.

The weights can have different qualitative descriptors.  For example, the above Likert scales are based on the strength of agreement (Strongly Agree to Strongly Disagree).  The descriptors can be used for various items.

The following descriptors indicate the about of time spent performing an activity.

INSTRUCTIONS:  For each item draw a circle around the number that you think best describes the setting according to the following scale.  
	
none of                    a little of                     some of                    a lot of                         all of
the time                   the time                      the time                    the time                   the time 

	
0                1                2                 3               4                5                6               7                8


 
 When people are in this setting they are:

 1.     0  1  2  3  4  5  6  7  8    tense                    
 2.     0  1  2  3  4  5  6  7  8    satisfied                     

A more detailed descripter of the amount of time:

	
never
	
hardly
ever
	
once
in a 
while
	
little
of the
time
	
some
of the
time
	
a lot
of the
time
	
fre-
quent-
ly
	
most
of the
time
	
all
of the
time

	
0
	
1
	
2
	
3
	
4
	
5
	
6
	
7
	
8





Degree of satisfaction

	
Completely               Somewhat                    Neutral                      Somewhat            Completely
Satisfied                    Satisfied                                                             Dissatisfied          Dissatisfied 

	
0                1                2                 3               4                5                6               7                8


 

Degree of Importance.

	
Not                          Not Very                      Somewhat               Important                   Very
Important              Important                    Important                                              Important 

	
0                1                2                 3               4                5                6               7                8


 

These scales have the following format:

INSTRUCTIONS:  This scale is designed so that you can indicate how often you experience various emotions.  For each item circle the number that best represents how frequently you experience the emotion according to the following scale:

	
never
	
rarely
	
infrequently
	
occasionally
	
sometimes
	
commonly
	
frequently
	
usually
	
always

	
0
	
1
	
2
	
3
	
4
	
5
	
6
	
7
	
8




1.	Happiness			0   1   2   3   4   5   6   7   8  
2.	Sadness			         0   1   2   3   4   5   6   7   8  
3.	Anger				0   1   2   3   4   5   6   7   8
4.	Worthwhile			0   1   2   3   4   5   6   7   8

Then each item would have the score of the number circled.  For a total score, these numbers would then be added together.  This score would be an estimate of the positive emotions of the patients that had been rated.


There are a number of problems with this score.  First, two of the items represent positive emotions while two items represents a positive emotions.  If you wanted to add the items together to a total test score this issue would need to be resolved.  Lets assume that the purpose of the test is to measure positive affect.  The items "happy" and "worthwhile" could be added together but the items "sad" and "anger" are not positive emotions.  Consequently, the weight on these items would contribute to negative emotions.  A zero (0) on the negative emotion should be changed to an 8 on positive emotion, while a score of eight (8) on negative emotion should be scored zero (0) on positive emotion.  This is sometimes referred to as "reversing the item."  A two (2) becomes a 6, and a 6 becomes a 2.
The next problem with these weights is that the actual weights are unknown.  For example, is a score of 5 on Item #2 worth the same as a score of 5 on Item #3?  The above scoring method assumes that it does.  

Third, it assumes that different people will agree when they rate the same patient on the same item.  For example, reliability assumes that two or more people will rate the same patient the same on item #3.

A fourth problem is that it is assumed that a certain score of 3 would have some kind of meaning.  The only way to know this is to compare a certain score with other scores.

These can be solved or at least the error made can be estimated by testing reliability, standardized the best, and weighing the items.  However, that is time consuming and you may want to evaluate the program and risk unreliability.  And furthermore, you may be able to show validity by accounting for variance later in the program.  On the other hand, you may want to check reliability particularly if you have been through the program and your methodology did not account for much of the variance.  To check reliability and further standardize the test.  If this is not your first time through the system and you accounted for much of the criterion variable, but suspect its validity, then check validity.

Item Analysis

Item analysis is the process of assessing items either qualitatively (based on the criterion above) or quantitatively.  In quantitative analysis the individual item is related to some criterion.  The criterion may be people known to possess the psychological characteristic being measured, it may be to total score of the test, or the change as a result of some treatment (change score).  
Sample data generated for this example (fake data) using the following instrument is used in this example.
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Diagnostic Assessment

Name:________________________________   Diagnosis ___________ Pretest/Postest ____

Rate how much the statements below apply to you by using the following scale:
 
	
never
	
hardly
ever
	
once
in a 
while
	
little
of the
time
	
some
of the
time
	
a lot
of the
time
	
fre-
quent-
ly
	
most
of the
time
	
all
of the
time

	
0
	
1
	
2
	
3
	
4
	
5
	
6
	
7
	
8




IN THE PAST WEEK HOW OFTEN HAVE YOU ...

  1.___ felt jumpy?
  2.___ felt fearful or afraid?
  3.___ sad?
  4.___ felt like hurting yourself?           
  5.___ felt angry?                       
  6.___ felt confused?
  7.___ had hallucinations?                       
  8.___ tense?                    
  9.___ felt useless?                           
10.___ felt shy?                 
11.___ spent a worthwhile day?             
12.___ felt approved of?
13.___ felt suspicious?
14.___ been in trouble?
15.___ felt worried?
16.___ felt calm?
17.___ been productive?
18.___ been outgoing?
19.___ enjoyed your leisure hours?
20.___ been inappropriate?

Developing Cut Off Scores

It is useful to be able to use the scores from the subtests to determine whether the score would place the respondent in a diagnostic group.  For example, what score on the depression subtest would place the respondent in the depression category?  Such cut scores are based on probabilities.  If a person recieves a score of 6.00 on the depression subtest is that high enough to indicate a depression diagnosis.  What is the probability that the person suffers from depression?  In the sample data there are 48 cases and 12 have the diagnosis of Anxiety. The Sanxious subtest score is used to indicate the probability that a respondent is has a Anxiety diagnosis.  In the table below there is not cut-off score and all respondents are predicted to be Anxious.   In actualility there are 12

	

	
Predicted Not Anxious
	
Predicted Anxious
	


	
Anxious
	
0
	
12   (25%)
	
12

	
Not Anxious
	
0
	
36   (75%)
	
36

	

	
0
	
48   (100%)
	
48



who are anxious and 36 who are not.  The result is that the prediction was 25% correct and 75% incorrect.  For discussion purposes the cells of the table are labeled as follows:

	

	
Predicted Not Anxious
	
Predicted Anxious

	
Anxiety
	
A
	
B

	
Not Anxiety
	
C
	
D


The cells B and C indicate correct predictions or “hits” made by using the Anxiety score to determine the diagnosis.  The cells A and D indicate incorrect predictions or “misses.”
In the next example (table below) the on the anxiety questionnaire is  2.83 there are no cases below that score that have the diagnosis of Anxiety.  Consequently, all of those cases are predicted to not have anxiety (cell A).  There are 25 cases with a score of 2.83 or below and they would be placed in cell C.   The hit rate at that level is 12 predicted to have Anxiety and 25 to not have Anxiety (cells and B and C respectively).  The overall hit rate is 37/48 or .77 or 77%.  The amount of increase from have no information from the Anxiety is 77% - 25% or 47%.  The percent of population predicted to have Anxiety is (25/48)*100 or 52%.  The correct prediction at this is 77% with an increase of 52% increase over not using the Anxiety Scale to make the prediction.  
	

	
Predicted Not Anxious
	
Predicted Anxious
	


	
Anxiety
	
0
	
12 (25%)
	
12

	
Not anxiety
	
11 (23%)
	
25 (52%)
	
36

	

	
11 (23%)
	
37 (77%)
	
48




In the final table with the cut score of 4.5 (and below) there were no respondents with the diagnosis of Anxiety.  The following table computes the cut score and responding hit rates for all possible anxiety scores of the population.  The task is to find the score that optimizes the prediction.  The score of 5.67 appears to be the appropriate cut.  Any score above 5.67 would be predicted to be in the anxiety category.  At that level the predictions would 97.92% correct with an increase of 72.92 increase of predicting that everyone has Anxiety. 


	

	
Predicted Not Anxious
	
Predicted Anxious
	


	
Anxiety
	
0
	
12 (25%)
	
12

	
Not anxiety
	
25 (25%)
	
11 (23%)
	
36

	

	
25
	
23 (49%)
	
48





	
SCORE
	
HIT
	
CELLA
	
CELLB
	
CELLC
	
CELLD
	
PCRCT
	
NETGAIN
	
PRCNTSEL

	
0
	
0
	
0
	
12
	
0
	
36
	
25
	
0
	
100

	
1.5
	
0
	
0
	
12
	
1
	
35
	
27.08
	
2.08
	
97.92

	
1.67
	
0
	
0
	
12
	
2
	
34
	
29.17
	
4.17
	
95.83

	
1.67
	
0
	
0
	
12
	
3
	
33
	
31.25
	
6.25
	
93.75

	
2
	
0
	
0
	
12
	
4
	
32
	
33.33
	
8.33
	
91.67

	
2
	
0
	
0
	
12
	
5
	
31
	
35.42
	
10.42
	
89.58

	
2
	
0
	
0
	
12
	
6
	
30
	
37.5
	
12.5
	
87.5

	
2.17
	
0
	
0
	
12
	
7
	
29
	
39.58
	
14.58
	
85.42

	
2.33
	
0
	
0
	
12
	
8
	
28
	
41.67
	
16.67
	
83.33

	
2.5
	
0
	
0
	
12
	
9
	
27
	
43.75
	
18.75
	
81.25

	
2.67
	
0
	
0
	
12
	
10
	
26
	
45.83
	
20.83
	
79.17

	
2.83
	
0
	
0
	
12
	
11
	
25
	
47.92
	
22.92
	
77.08

	
3
	
0
	
0
	
12
	
12
	
24
	
50
	
25
	
75

	
3
	
0
	
0
	
12
	
13
	
23
	
52.08
	
27.08
	
72.92

	
3.17
	
0
	
0
	
12
	
14
	
22
	
54.17
	
29.17
	
70.83

	
3.17
	
0
	
0
	
12
	
15
	
21
	
56.25
	
31.25
	
68.75

	
3.33
	
0
	
0
	
12
	
16
	
20
	
58.33
	
33.33
	
66.67

	
3.33
	
0
	
0
	
12
	
17
	
19
	
60.42
	
35.42
	
64.58

	
3.5
	
0
	
0
	
12
	
18
	
18
	
62.5
	
37.5
	
62.5

	
3.83
	
0
	
0
	
12
	
19
	
17
	
64.58
	
39.58
	
60.42

	
3.83
	
0
	
0
	
12
	
20
	
16
	
66.67
	
41.67
	
58.33

	
4
	
0
	
0
	
12
	
21
	
15
	
68.75
	
43.75
	
56.25

	
4
	
0
	
0
	
12
	
22
	
14
	
70.83
	
45.83
	
54.17

	
4.33
	
0
	
0
	
12
	
23
	
13
	
72.92
	
47.92
	
52.08

	
4.33
	
0
	
0
	
12
	
24
	
12
	
75
	
50
	
50

	
4.5
	
0
	
0
	
12
	
25
	
11
	
77.08
	
52.08
	
47.92

	
4.5
	
0
	
0
	
12
	
26
	
10
	
79.17
	
54.17
	
45.83

	
4.83
	
0
	
0
	
12
	
27
	
9
	
81.25
	
56.25
	
43.75

	
4.83
	
0
	
0
	
12
	
28
	
8
	
83.33
	
58.33
	
41.67

	
5
	
0
	
0
	
12
	
29
	
7
	
85.42
	
60.42
	
39.58

	
5
	
0
	
0
	
12
	
30
	
6
	
87.5
	
62.5
	
37.5

	
5
	
0
	
0
	
12
	
31
	
5
	
89.58
	
64.58
	
35.42

	
5
	
0
	
0
	
12
	
32
	
4
	
91.67
	
66.67
	
33.33

	
5.5
	
0
	
0
	
12
	
33
	
3
	
93.75
	
68.75
	
31.25

	
5.5
	
0
	
0
	
12
	
34
	
2
	
95.83
	
70.83
	
29.17

	
5.5
	
0
	
0
	
12
	
35
	
1
	
97.92
	
72.92
	
27.08

	
5.5
	
1
	
1
	
11
	
35
	
1
	
95.83
	
70.83
	
25

	
5.67
	
0
	
1
	
11
	
36
	
0
	
97.92
	
72.92
	
22.92

	
6.17
	
1
	
2
	
10
	
36
	
0
	
95.83
	
70.83
	
20.83

	
6.67
	
1
	
3
	
9
	
36
	
0
	
93.75
	
68.75
	
18.75

	
7
	
1
	
4
	
8
	
36
	
0
	
91.67
	
66.67
	
16.67

	
7.17
	
1
	
5
	
7
	
36
	
0
	
89.58
	
64.58
	
14.58

	
7.33
	
1
	
6
	
6
	
36
	
0
	
87.5
	
62.5
	
12.5

	
7.33
	
1
	
7
	
5
	
36
	
0
	
85.42
	
60.42
	
10.42

	
7.5
	
1
	
8
	
4
	
36
	
0
	
83.33
	
58.33
	
8.33

	
7.67
	
1
	
9
	
3
	
36
	
0
	
81.25
	
56.25
	
6.25

	
7.83
	
1
	
10
	
2
	
36
	
0
	
79.17
	
54.17
	
4.17

	
7.83
	
1
	
11
	
1
	
36
	
0
	
77.08
	
52.08
	
2.08

	
7.83
	
1
	
12
	
0
	
36
	
0
	
75
	
50
	
0




The combination of the columns “score” and “hit” determines the calculations beginning in the row.  The data file has been sorted on score and hit.  Each row results in a new calculation as represented the tables above.  The table starts off with everyone in the as having anxiety.  The truth is that 25 percent do have anxiety and 75 percent do not.  Moving to the second row in the example the lowest that the person with the lowest score (1.5) did not have anxiety and so that person’s tabulation is taken from the “predicted anxious” (cell D) and placed in the “predicted not anxious” (cell C).  In this situation the next 35 respondents do not have “hits” (they do not have a diagnosis of anxiety).  There 4 respondents at this level (5.5).  The criteria for deciding on the cut score is when the value in the column labeled PCRCT goes down rather than up becomes the cut off score.  In this instance that happens when a person obtains and score of 5.67 reaching a score of 97.92 and then the next person receeds back to 95.83.  Consequently, the cut score is set at 5.67.


Developing Cut Off Scores from Data
In the fake data file there are variables that identify the diagnostic category of the person and variables that have the scores on the various items and subtests.  In this analysis the diagnostic category is needed in numeric form (not the name of the category) and the scores on the various subtests not the score on the items.  The numeric identifier is in the variable “diagn” and the score for the anxiety subtest is in “mAnx.”  For purposes here you may get the data from either the excel file.  I have used the excel file in this example.
The software program the generates the cut off scores is online and can be run as follows:
www.Psy506g.com
[image: ]

Brings up this window.
[image: ]
In this instance the predictor variable is the score on the subtext anxiety or “mAnx” and can be copied from the excel file or the spss file.  The example below is the excel file all of the data in the column mAnx is selected and pasted in the “Paste Criterion (Category) Here” box.
[image: ]


[image: ]
The mAnx data is copied from the excel file above and pasted in the “Paste Criterion (category) Here” box below.
[image: ]


The “mAnx” data is then pasted in the “Paste Predictor (Scale) Here” in the same manner as the diagn above.  Then the button “Paste in Criterion and Predictor Data and Click here” and the following screen appears.

Then click on the button “Click here to Export the Results to Excel” to obtain the results.
This window will appear – click OK.
[image: ]

This pop up will appear click yes.
[image: ]
And your results will appear in an excel file called “Filename-?.xls”.  The question mark represents some number depending on how many runs you have made.  You results will look something like this.
[image: ]
Go here for a description of the results.



  Testing effects of Person
 I wonder if we might be better off if we deleted the notion of “demographics” from our research repertoire.  These items often stand in as proxies for variables that we probably should measure independently.  And because the relationship to important characteristics are so weak as to be useful and productive but continue to support stereotypes and discrimination.  For example, recent evidence seems support the notion that women are at least as good as men in math (maybe better).  

Testing the Effects of Person Characteristics
Insert a new column in the excel file.


	

	R
	R²
	Adjusted R²
	RMSE
	R² Change
	F Change
	

	0
	0
	
	0
	
	0.456
	
	0
	
	
	

	0.777
	0.604
	
	0.329
	
	0.374
	
	0.604
	
	2.194
	

	 

	
	
	
	
	
	
	
	
	
	
	

	
	

	
	Sum of Squares
	df
	Mean Square
	F
	p
	

	Regression
	49.044
	
	160
	
	0.307
	
	2.194
	
	< .001
	

	Residual
	32.132
	
	230
	
	0.14
	
	
	
	
	

	Total
	81.176
	
	390
	
	
	
	
	
	
	

	 
	

	 
	

	
	
	
	
	
	
	
	
	
	
	

	
	

	
	t
	p
	
	
	
	
	
	

	(Intercept)
	73.936
	
	< .001
	
	
	
	
	
	
	

	(Intercept)
	3.62
	
	< .001
	
	
	
	partial
	
	part
	

	enjoy
	2.457
	
	0.015
	
	enjoy
	
	0.16
	
	0.102
	

	fgood
	-2.213
	
	0.028
	
	fgood
	
	-0.144
	
	-0.092
	

	worth
	0.647
	
	0.518
	
	worth
	
	0.043
	
	0.027
	

	fearful
	-0.098
	
	0.922
	
	fearful
	
	-0.006
	
	-0.004
	

	angry
	1.363
	
	0.174
	
	angry
	
	0.09
	
	0.057
	

	tense
	-0.446
	
	0.656
	
	tense
	
	-0.029
	
	-0.018
	

	shy
	-0.549
	
	0.584
	
	shy
	
	-0.036
	
	-0.023
	

	wornout
	0.19
	
	0.849
	
	wornout
	
	0.013
	
	0.008
	

	fitin
	0.198
	
	0.843
	
	fitin
	
	0.013
	
	0.008
	

	approve
	-0.309
	
	0.758
	
	approve
	
	-0.02
	
	-0.013
	

	should
	-0.208
	
	0.835
	
	should
	
	-0.014
	
	-0.009
	

	finished
	-1.185
	
	0.237
	
	finished
	
	-0.078
	
	-0.049
	

	changed
	-1.273
	
	0.204
	
	changed
	
	-0.084
	
	-0.053
	

	sad
	-0.094
	
	0.925
	
	sad
	
	-0.006
	
	-0.004
	

	confuse
	0.09
	
	0.928
	
	confuse
	
	0.006
	
	0.004
	

	bored
	-0.316
	
	0.752
	
	bored
	
	-0.021
	
	-0.013
	

	hurtsel
	3.167
	
	0.002
	
	hurtsel
	
	0.204
	
	0.131
	

	say
	-1.088
	
	0.278
	
	say
	
	-0.072
	
	-0.045
	

	jealous
	-2.551
	
	0.011
	
	jealous
	
	-0.166
	
	-0.106
	

	sleep
	1.419
	
	0.157
	
	sleep
	
	0.093
	
	0.059
	

	fun
	-0.296
	
	0.768
	
	fun
	
	-0.019
	
	-0.012
	

	alcohol
	-1.805
	
	0.072
	
	alcohol
	
	-0.118
	
	-0.075
	

	drugs
	-1.21
	
	0.228
	
	drugs
	
	-0.08
	
	-0.05
	

	lively
	-0.63
	
	0.53
	
	lively
	
	-0.041
	
	-0.026
	

	lonely
	2.098
	
	0.037
	
	lonely
	
	0.137
	
	0.087
	

	insecure
	-0.794
	
	0.428
	
	insecure
	
	-0.052
	
	-0.033
	

	worried
	-1.861
	
	0.064
	
	worried
	
	-0.122
	
	-0.077
	

	sorry
	-0.321
	
	0.749
	
	sorry
	
	-0.021
	
	-0.013
	

	outgoing
	-0.361
	
	0.718
	
	outgoing
	
	-0.024
	
	-0.015
	

	forced
	1.412
	
	0.159
	
	forced
	
	0.093
	
	0.059
	

	advantge
	0.36
	
	0.719
	
	advantge
	
	0.024
	
	0.015
	

	produtiv
	1.924
	
	0.056
	
	produtiv
	
	0.126
	
	0.08
	

	copertiv
	0.704
	
	0.482
	
	copertiv
	
	0.046
	
	0.029
	

	punised
	-0.236
	
	0.813
	
	punised
	
	-0.016
	
	-0.01
	

	suspicis
	-0.053
	
	0.958
	
	suspicis
	
	-0.003
	
	-0.002
	

	satisfid
	-0.112
	
	0.911
	
	satisfid
	
	-0.007
	
	-0.005
	

	necesits
	-0.72
	
	0.472
	
	necesits
	
	-0.047
	
	-0.03
	

	fair
	-0.45
	
	0.653
	
	fair
	
	-0.03
	
	-0.019
	

	ambitous
	-0.085
	
	0.932
	
	ambitous
	
	-0.006
	
	-0.004
	

	couteous
	1.549
	
	0.123
	
	couteous
	
	0.102
	
	0.064
	

	cretive
	-0.044
	
	0.965
	
	cretive
	
	-0.003
	
	-0.002
	

	loyal
	-1.68
	
	0.094
	
	loyal
	
	-0.11
	
	-0.07
	

	hands
	-1.767
	
	0.079
	
	hands
	
	-0.116
	
	-0.073
	

	diferent
	1.759
	
	0.08
	
	diferent
	
	0.115
	
	0.073
	

	solving
	-1.114
	
	0.266
	
	solving
	
	-0.073
	
	-0.046
	

	steady
	-1.127
	
	0.261
	
	steady
	
	-0.074
	
	-0.047
	

	health
	1.732
	
	0.085
	
	health
	
	0.113
	
	0.072
	

	trust
	0.857
	
	0.392
	
	trust
	
	0.056
	
	0.036
	

	intelign
	-0.553
	
	0.581
	
	intelign
	
	-0.036
	
	-0.023
	

	kind
	-1.128
	
	0.261
	
	kind
	
	-0.074
	
	-0.047
	

	busy
	4.242
	
	< .001
	
	busy
	
	0.269
	
	0.176
	

	sucesful
	-1.579
	
	0.116
	
	sucesful
	
	-0.104
	
	-0.065
	

	charm
	1.653
	
	0.1
	
	charm
	
	0.108
	
	0.069
	

	touched
	-0.739
	
	0.461
	
	touched
	
	-0.049
	
	-0.031
	

	charge
	-1.009
	
	0.314
	
	charge
	
	-0.066
	
	-0.042
	

	grudge
	-0.455
	
	0.649
	
	grudge
	
	-0.03
	
	-0.019
	

	courage
	-0.235
	
	0.814
	
	courage
	
	-0.016
	
	-0.01
	

	future
	-0.789
	
	0.431
	
	future
	
	-0.052
	
	-0.033
	

	hitpeole
	1.896
	
	0.059
	
	hitpeole
	
	0.124
	
	0.079
	

	lkwork
	0.301
	
	0.764
	
	lkwork
	
	0.02
	
	0.012
	

	people
	-0.276
	
	0.783
	
	people
	
	-0.018
	
	-0.011
	

	whatdo
	-0.164
	
	0.87
	
	whatdo
	
	-0.011
	
	-0.007
	

	dowill
	1.983
	
	0.049
	
	dowill
	
	0.13
	
	0.082
	

	disagree
	1.943
	
	0.053
	
	disagree
	
	0.127
	
	0.081
	

	sixsense
	1.669
	
	0.096
	
	sixsense
	
	0.109
	
	0.069
	

	show
	0.645
	
	0.519
	
	show
	
	0.043
	
	0.027
	

	law
	-1.412
	
	0.159
	
	law
	
	-0.093
	
	-0.059
	

	hconflic
	-0.837
	
	0.404
	
	hconflic
	
	-0.055
	
	-0.035
	

	body
	-1.882
	
	0.061
	
	body
	
	-0.123
	
	-0.078
	

	better
	-2.096
	
	0.037
	
	better
	
	-0.137
	
	-0.087
	

	purpose
	-0.175
	
	0.861
	
	purpose
	
	-0.012
	
	-0.007
	

	arrange
	-1.492
	
	0.137
	
	arrange
	
	-0.098
	
	-0.062
	

	included
	1.018
	
	0.31
	
	included
	
	0.067
	
	0.042
	

	standup
	0.098
	
	0.922
	
	standup
	
	0.006
	
	0.004
	

	negative
	0.012
	
	0.991
	
	negative
	
	0.001
	
	0
	

	positive
	0.99
	
	0.323
	
	positive
	
	0.065
	
	0.041
	

	concetrt
	0.837
	
	0.403
	
	concetrt
	
	0.055
	
	0.035
	

	behavior
	-0.841
	
	0.401
	
	behavior
	
	-0.055
	
	-0.035
	

	gjob
	0.031
	
	0.975
	
	gjob
	
	0.002
	
	0.001
	

	intefer
	0.907
	
	0.365
	
	intefer
	
	0.06
	
	0.038
	

	gentle
	0.287
	
	0.774
	
	gentle
	
	0.019
	
	0.012
	

	money
	0.149
	
	0.881
	
	money
	
	0.01
	
	0.006
	

	things
	-0.449
	
	0.654
	
	things
	
	-0.03
	
	-0.019
	

	ideas
	-0.171
	
	0.864
	
	ideas
	
	-0.011
	
	-0.007
	

	death
	0.249
	
	0.804
	
	death
	
	0.016
	
	0.01
	

	spur
	2.004
	
	0.046
	
	spur
	
	0.131
	
	0.083
	

	life
	0.869
	
	0.386
	
	life
	
	0.057
	
	0.036
	

	paid
	-0.183
	
	0.855
	
	paid
	
	-0.012
	
	-0.008
	

	punished
	-1.119
	
	0.264
	
	punished
	
	-0.074
	
	-0.046
	

	help
	0.651
	
	0.516
	
	help
	
	0.043
	
	0.027
	

	quit
	-0.13
	
	0.897
	
	quit
	
	-0.009
	
	-0.005
	

	exciting
	-1.626
	
	0.105
	
	exciting
	
	-0.107
	
	-0.067
	

	likeme
	-0.046
	
	0.963
	
	likeme
	
	-0.003
	
	-0.002
	

	outself
	-0.091
	
	0.928
	
	outself
	
	-0.006
	
	-0.004
	

	positon
	-1.888
	
	0.06
	
	positon
	
	-0.124
	
	-0.078
	

	firm
	0.295
	
	0.768
	
	firm
	
	0.019
	
	0.012
	

	along
	-1.289
	
	0.199
	
	along
	
	-0.085
	
	-0.053
	

	express
	1.518
	
	0.13
	
	express
	
	0.1
	
	0.063
	

	confront
	0.176
	
	0.86
	
	confront
	
	0.012
	
	0.007
	

	resolved
	0.356
	
	0.722
	
	resolved
	
	0.023
	
	0.015
	

	sptalk
	0.578
	
	0.564
	
	sptalk
	
	0.038
	
	0.024
	

	spconflt
	2.342
	
	0.02
	
	spconflt
	
	0.153
	
	0.097
	

	spfee
	1.129
	
	0.26
	
	spfee
	
	0.074
	
	0.047
	

	spsupp
	-2.238
	
	0.026
	
	spsupp
	
	-0.146
	
	-0.093
	

	spprod
	-1.138
	
	0.256
	
	spprod
	
	-0.075
	
	-0.047
	

	spleis
	1.317
	
	0.189
	
	spleis
	
	0.087
	
	0.055
	

	fmtalk
	0.136
	
	0.892
	
	fmtalk
	
	0.009
	
	0.006
	

	fmconflt
	-1.61
	
	0.109
	
	fmconflt
	
	-0.106
	
	-0.067
	

	fmfee
	2.878
	
	0.004
	
	fmfee
	
	0.186
	
	0.119
	

	fmsupp
	0.455
	
	0.649
	
	fmsupp
	
	0.03
	
	0.019
	

	fmprod
	-1.482
	
	0.14
	
	fmprod
	
	-0.097
	
	-0.061
	

	fmleis
	-0.03
	
	0.976
	
	fmleis
	
	-0.002
	
	-0.001
	

	frtalk
	0.066
	
	0.948
	
	frtalk
	
	0.004
	
	0.003
	

	frconflt
	-0.583
	
	0.561
	
	frconflt
	
	-0.038
	
	-0.024
	

	frfee
	0.425
	
	0.672
	
	frfee
	
	0.028
	
	0.018
	

	frsupp
	0.946
	
	0.345
	
	frsupp
	
	0.062
	
	0.039
	

	frprod
	-0.371
	
	0.711
	
	frprod
	
	-0.024
	
	-0.015
	

	frleis
	0.968
	
	0.334
	
	frleis
	
	0.064
	
	0.04
	

	wktalk
	-0.239
	
	0.811
	
	wktalk
	
	-0.016
	
	-0.01
	

	wkconflt
	0.44
	
	0.66
	
	wkconflt
	
	0.029
	
	0.018
	

	wkfee
	-0.186
	
	0.853
	
	wkfee
	
	-0.012
	
	-0.008
	

	wksupp
	-0.324
	
	0.746
	
	wksupp
	
	-0.021
	
	-0.013
	

	wkprod
	-0.831
	
	0.407
	
	wkprod
	
	-0.055
	
	-0.034
	

	wkleis
	1.621
	
	0.106
	
	wkleis
	
	0.106
	
	0.067
	

	working
	0.167
	
	0.868
	
	working
	
	0.011
	
	0.007
	

	parentng
	0.571
	
	0.569
	
	parentng
	
	0.038
	
	0.024
	

	comuting
	-1.159
	
	0.248
	
	comuting
	
	-0.076
	
	-0.048
	

	sleepng
	-0.407
	
	0.684
	
	sleepng
	
	-0.027
	
	-0.017
	

	eating
	0.34
	
	0.734
	
	eating
	
	0.022
	
	0.014
	

	reading
	-0.332
	
	0.741
	
	reading
	
	-0.022
	
	-0.014
	

	studying
	0.892
	
	0.373
	
	studying
	
	0.059
	
	0.037
	

	exercise
	-0.239
	
	0.811
	
	exercise
	
	-0.016
	
	-0.01
	

	shoping
	-0.222
	
	0.824
	
	shoping
	
	-0.015
	
	-0.009
	

	drinking
	1.686
	
	0.093
	
	drinking
	
	0.11
	
	0.07
	

	relaxing
	-0.666
	
	0.506
	
	relaxing
	
	-0.044
	
	-0.028
	

	loving
	-0.413
	
	0.68
	
	loving
	
	-0.027
	
	-0.017
	

	nothing
	-0.427
	
	0.67
	
	nothing
	
	-0.028
	
	-0.018
	

	psports
	-1.004
	
	0.317
	
	psports
	
	-0.066
	
	-0.042
	

	obsport
	-1.503
	
	0.134
	
	obsport
	
	-0.099
	
	-0.062
	

	religon
	-0.718
	
	0.473
	
	religon
	
	-0.047
	
	-0.03
	

	classes
	1.057
	
	0.292
	
	classes
	
	0.07
	
	0.044
	

	concerts
	0.314
	
	0.754
	
	concerts
	
	0.021
	
	0.013
	

	servorg
	-0.561
	
	0.576
	
	servorg
	
	-0.037
	
	-0.023
	

	movies
	-0.466
	
	0.642
	
	movies
	
	-0.031
	
	-0.019
	

	together
	1.09
	
	0.277
	
	together
	
	0.072
	
	0.045
	

	counsel
	0.653
	
	0.515
	
	counsel
	
	0.043
	
	0.027
	

	pubserv
	-0.111
	
	0.912
	
	pubserv
	
	-0.007
	
	-0.005
	

	hygiene
	2.021
	
	0.044
	
	hygiene
	
	0.132
	
	0.084
	

	housewor
	2.743
	
	0.007
	
	housewor
	
	0.178
	
	0.114
	

	creating
	1.154
	
	0.25
	
	creating
	
	0.076
	
	0.048
	

	errands
	-0.234
	
	0.815
	
	errands
	
	-0.015
	
	-0.01
	

	volunter
	0.393
	
	0.694
	
	volunter
	
	0.026
	
	0.016
	

	driving
	-0.458
	
	0.647
	
	driving
	
	-0.03
	
	-0.019
	

	dinning
	-1.872
	
	0.062
	
	dinning
	
	-0.123
	
	-0.078
	

	housewk
	-1.932
	
	0.055
	
	housewk
	
	-0.126
	
	-0.08
	

	tvdrama
	0.06
	
	0.952
	
	tvdrama
	
	0.004
	
	0.003
	

	tvsport
	0.418
	
	0.676
	
	tvsport
	
	0.028
	
	0.017
	

	tvnews
	0.917
	
	0.36
	
	tvnews
	
	0.06
	
	0.038
	

	tvtalk
	1.762
	
	0.079
	
	tvtalk
	
	0.115
	
	0.073
	

	ttalk
	-1.093
	
	0.276
	
	ttalk
	
	-0.072
	
	-0.045
	

	 
	





























Chapter 12   ANOVA

	Analysis of Variance

Data File: fakeData-9-5-14_9-10-15_9-5-17Work.csv
This file name:  handoutANOVAjasp.docx


The purpose of Analysis of Variance (ANOVA) is to determine whether or not there is a difference between two or more means.  This purpose can also be stated in terms of the relationship between the independent and dependent variables.  In this latter context, if there is a difference between the means of a treatment and control then there is said to be a relationship between independent and dependent variables.

Assumptions of parametric statistical tests (and consequently ANOVA) are that (old):

	The following set of data has three has had (0) no hospitalizations, (1) one hospitalization (2) one hospitalizations, or (3) 3 or more hospitalizations.  The dependent measure is degree of depression as measured by the Fake Diagnostic Scale.  The data file is: fakeData-9-5-14_9-10-15_9-5-17Work.csv.  The following procedure with run a one-way ANOVA on the fake data.  It should be recognized that “diff” scores (diffanx; diffdep; and etc) are actually gain scores obtained by calculating between pre and post scores.
Open the data file in JASP
.
[image: ]
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Generating change scores in excel

[image: ]
Copy that formula (shown above) and paste it in the remainder of the column (below).
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Sums of Squares ANOVA B
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In this next run the score on the depression scale was used when the patient was first admitted (the pretest).

	

	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


[image: ]



Results
ANOVA
	ANOVA - diffSchiz 

	Cases 
	Homogeneity Correction 
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 
	η² 

	numbhosps 
	
	None 
	
	18.560 
	
	3.000 
	
	6.187 
	
	7.935 
	
	< .001 
	
	0.137 
	

	numbhosps 
	
	Brown-Forsythe 
	
	18.560 
	
	3.000 
	
	6.187 
	
	7.195 
	
	< .001 
	
	0.137 
	

	numbhosps 
	
	Welch 
	
	18.560 
	
	3.000 
	
	6.187 
	
	5.995 
	
	0.001 
	
	0.137 
	

	Residual 
	
	None 
	
	116.950 
	
	150.000 
	
	0.780 
	
	
	
	  
	
	  
	

	Residual 
	
	Brown-Forsythe 
	
	116.950 
	
	68.267 
	
	1.713 
	
	
	
	  
	
	  
	

	Residual 
	
	Welch 
	
	116.950 
	
	64.640 
	
	1.809 
	
	
	
	  
	
	  
	

	

	Note.  Type III Sum of Squares 


Assumption Checks
	Test for Equality of Variances (Levene's) 

	F 
	df1 
	df2 
	p 

	10.640 
	
	3.000 
	
	150.000 
	
	< .001 
	

	


Post Hoc Tests
	Post Hoc Comparisons - numbhosps 

	  
	  
	Mean Difference 
	SE 
	t 
	Cohen's d 
	p tukey 
	p scheffe 
	p bonf 

	0 
	
	1 
	
	0.201 
	
	0.186 
	
	1.077 
	
	0.263 
	
	0.704 
	
	0.763 
	
	1.000 
	

	  
	
	2 
	
	-0.246 
	
	0.199 
	
	-1.234 
	
	-0.295 
	
	0.607 
	
	0.678 
	
	1.000 
	

	  
	
	3 
	
	-0.847 
	
	0.204 
	
	-4.144 
	
	-0.840 
	
	< .001 
	
	< .001 
	
	< .001 
	

	1 
	
	2 
	
	-0.446 
	
	0.225 
	
	-1.981 
	
	-0.688 
	
	0.200 
	
	0.274 
	
	0.296 
	

	  
	
	3 
	
	-1.048 
	
	0.230 
	
	-4.556 
	
	-1.095 
	
	< .001 
	
	< .001 
	
	< .001 
	

	2 
	
	3 
	
	-0.602 
	
	0.240 
	
	-2.502 
	
	-0.562 
	
	0.064 
	
	0.104 
	
	0.081 
	

	

	Note.  Cohen's d does not correct for multiple comparisons. 


Descriptives
	Descriptives - diffSchiz 

	numbhosps 
	Mean 
	SD 
	N 

	0 
	
	0.701 
	
	0.858 
	
	66 
	

	1 
	
	0.500 
	
	0.533 
	
	34 
	

	2 
	
	0.946 
	
	0.768 
	
	28 
	

	3 
	
	1.548 
	
	1.323 
	
	26 
	

	





In this instance the ANOVA was statistically significant indicting that there was a difference between at least two of the groups (group 0 = no previous hospitalizations; group 1 = 1 previous hospitalization; 2 = 2 previous hospitalization or group 3 = 3 or more hospitalizations.  The question remains where were the differences among the groups?  Were they all different or was just a pair different?  It it was a pair then which pair?  The post-hoc test can give that information.


We see that according to all three post tests indicated that there were differences between groups 0 and 3; between and  between 1 and 3 and no other differences among groups.  





Let’s try comparing those the groups on the anxiety subscale subscale.

[image: ]

All other selections were the same as above.

Results
ANOVA
	ANOVA - diffAnx 

	Cases 
	Homogeneity Correction 
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 
	η² 

	numbhosps 
	
	None 
	
	3.286 
	
	3.000 
	
	1.095 
	
	1.108 
	
	0.348 
	
	0.022 
	

	numbhosps 
	
	Brown-Forsythe 
	
	3.286 
	
	3.000 
	
	1.095 
	
	1.134 
	
	0.339 
	
	0.022 
	

	numbhosps 
	
	Welch 
	
	3.286 
	
	3.000 
	
	1.095 
	
	0.934 
	
	0.429 
	
	0.022 
	

	Residual 
	
	None 
	
	148.352 
	
	150.000 
	
	0.989 
	
	
	
	  
	
	  
	

	Residual 
	
	Brown-Forsythe 
	
	148.352 
	
	106.526 
	
	1.393 
	
	
	
	  
	
	  
	

	Residual 
	
	Welch 
	
	148.352 
	
	67.257 
	
	2.206 
	
	
	
	  
	
	  
	

	

	Note.  Type III Sum of Squares 


Assumption Checks
	Test for Equality of Variances (Levene's) 

	F 
	df1 
	df2 
	p 

	1.032 
	
	3.000 
	
	150.000 
	
	0.380 
	

	


Post Hoc Tests
	Post Hoc Comparisons - numbhosps 

	  
	  
	Mean Difference 
	SE 
	t 
	Cohen's d 
	p tukey 
	p scheffe 
	p bonf 

	0 
	
	1 
	
	0.105 
	
	0.210 
	
	0.498 
	
	0.105 
	
	0.959 
	
	0.969 
	
	1.000 
	

	  
	
	2 
	
	-0.090 
	
	0.224 
	
	-0.403 
	
	-0.093 
	
	0.978 
	
	0.983 
	
	1.000 
	

	  
	
	3 
	
	-0.345 
	
	0.230 
	
	-1.499 
	
	-0.320 
	
	0.441 
	
	0.525 
	
	0.816 
	

	1 
	
	2 
	
	-0.195 
	
	0.254 
	
	-0.768 
	
	-0.228 
	
	0.869 
	
	0.899 
	
	1.000 
	

	  
	
	3 
	
	-0.450 
	
	0.259 
	
	-1.736 
	
	-0.438 
	
	0.309 
	
	0.393 
	
	0.508 
	

	2 
	
	3 
	
	-0.255 
	
	0.271 
	
	-0.941 
	
	-0.258 
	
	0.783 
	
	0.829 
	
	1.000 
	

	

	Note.  Cohen's d does not correct for multiple comparisons. 


Descriptives
	Descriptives - diffAnx 

	numbhosps 
	Mean 
	SD 
	N 

	0 
	
	1.097 
	
	1.041 
	
	66 
	

	1 
	
	0.993 
	
	0.908 
	
	34 
	

	2 
	
	1.188 
	
	0.789 
	
	28 
	

	3 
	
	1.442 
	
	1.165 
	
	26 
	

	























The above results plus the analysis next shows that if you have a specific hypothesis then you should test it with a t-test alone.  The test is only between groups 2 and 3 with the schizophrenic scale score as the dependent measure.


[image: ]


ANOVA  two levels  
[image: ]
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ANOVA
	ANOVA - diffAnx 

	Cases 
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 
	η² 

	diagaa 
	
	17.913 
	
	3 
	
	5.971 
	
	7.746 
	
	< .001 
	
	0.136 
	

	numbhospD 
	
	3.153 
	
	1 
	
	3.153 
	
	4.090 
	
	0.045 
	
	0.024 
	

	diagaa ✻ numbhospD 
	
	0.823 
	
	3 
	
	0.274 
	
	0.356 
	
	0.785 
	
	0.006 
	

	Residuals 
	
	109.465 
	
	142 
	
	0.771 
	
	
	
	  
	
	
	

	

	Note.  Type III Sum of Squares 


 
Descriptives
	Descriptives - diffAnx 

	diagaa 
	numbhospD 
	Mean 
	SD 
	N 

	Anx 
	
	1 
	
	1.904 
	
	0.860 
	
	32 
	

	  
	
	2 
	
	2.000 
	
	1.084 
	
	6 
	

	Bord 
	
	1 
	
	0.694 
	
	0.976 
	
	18 
	

	  
	
	2 
	
	1.132 
	
	1.238 
	
	17 
	

	Dep 
	
	1 
	
	0.658 
	
	0.721 
	
	30 
	

	  
	
	2 
	
	0.929 
	
	0.590 
	
	7 
	

	Schiz 
	
	1 
	
	0.813 
	
	0.739 
	
	16 
	

	  
	
	2 
	
	1.375 
	
	0.797 
	
	24 
	

	


 
Descriptives plots
[image: ]
 
Post Hoc Tests
Standard
	Post Hoc Comparisons - diagaa 

	
	
	Mean Difference 
	SE 
	t 
	Cohen's d 
	p tukey 

	Anx 
	
	Bord 
	
	1.038 
	
	0.245 
	
	4.233 
	
	1.037 
	
	< .001 
	

	  
	
	Dep 
	
	1.158 
	
	0.269 
	
	4.314 
	
	1.453 
	
	< .001 
	

	  
	
	Schiz 
	
	0.858 
	
	0.241 
	
	3.556 
	
	1.012 
	
	0.003 
	

	Bord 
	
	Dep 
	
	0.120 
	
	0.237 
	
	0.507 
	
	0.130 
	
	0.957 
	

	  
	
	Schiz 
	
	-0.180 
	
	0.205 
	
	-0.879 
	
	-0.187 
	
	0.816 
	

	Dep 
	
	Schiz 
	
	-0.300 
	
	0.232 
	
	-1.292 
	
	-0.395 
	
	0.570 
	

	

	Note.  Cohen's d does not correct for multiple comparisons. 

	Note.  P-value adjusted for comparing a family of 4 

	Note.  Results are averaged over the levels of: numbhospD 


 
	Post Hoc Comparisons - numbhospD 

	
	
	Mean Difference 
	SE 
	t 
	Cohen's d 
	p tukey 

	1 
	
	2 
	
	-0.342 
	
	0.169 
	
	-2.022 
	
	-0.346 
	
	0.045 
	

	

	Note.  Cohen's d does not correct for multiple comparisons. 

	Note.  Results are averaged over the levels of: diagaa 


 
Simple Main Effects
	Simple Main Effects - diagaa 

	Level of numbhospD 
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 

	1 
	
	30.799 
	
	3 
	
	10.266 
	
	13.318 
	
	< .001 
	

	2 
	
	4.513 
	
	3 
	
	1.504 
	
	1.951 
	
	0.124 
	

	


 
Kruskal-Wallis Test
	Kruskal-Wallis Test 

	Factor 
	Statistic 
	df 
	p 

	diagaa 
	
	32.659 
	
	3 
	
	< .001 
	

	numbhospD 
	
	1.815 
	
	1 
	
	0.178 
	

	


ANCOVA
Here the pretest is treated as the covariate
The grouping variable is, of course, treated as the independent variable.
And the post-measure is the dependent variable.
There is lively discussion (controversy) about the usage.
For example, if you put the independent variable (groups) and the pretest in a multiple regression and posttest as dependent variable you will get the same result as here.

Analysis of variance interaction is a special case of regression in which main effects and interactions are a series of dichotomous IV s. The dichotomies are created by dummy variable coding for the purpose of performing a statistical analysis, ANOVA problems can be handled through multiple regression, but multiple-regression problems often cannot readily be converted into ANOVA because of correlations among IVs and the presence of continuous IVs. If analyzed through ANOVA, continuous IVs have to be rendered discrete (e.g., high, medium, and low), a process that often results in the loss of information and unequal cell sizes. In regression, the full range of continuous IVs is maintained. Simple ANOVA through regression is covered briefly in Section 5.6.5 and in detail for a variety of ANOVA models in Tabachnick and Fidell (2007). As a statistical tool, regression is very helpful in answering a number of practical questions, as discussed in Section 5.2.1 through Section 5.2.8. 5.2.1   

This ANOVA example utilizes the data file:
sideXsideClientTherLN2020nonames.csv
[image: ]
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It generates the following output:
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And it generates the following output below.
I have annotated the output.

ANOVA
	ANOVA - emop 

	Cases 
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 
	η² 

	sess 
	
	69.840 
	
	3 
	
	23.280 
	
	15.931 
	
	< .001 
	
	0.135 
	

	Residuals 
	
	445.709 
	
	305 
	
	1.461 
	
	
	
	  
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	

	Note.  Type III Sum of Squares 


 
η² (eta) = 0.135 and if you take the square root of that you have a comparable R of .367 that is a respectable effect size.  It is significant at less than .001.
Descriptives
	Descriptives - emop 

	sess 
	Mean 
	SD 
	N 

	1 
	
	1.576 
	
	1.211 
	
	40 
	

	2 
	
	1.261 
	
	1.131 
	
	120 
	

	3 
	
	2.427 
	
	1.365 
	
	70 
	

	4 
	
	1.273 
	
	1.176 
	
	79 
	

	


 
Descriptives plots
[image: ]
 
Assumption Checks
	Test for Equality of Variances (Levene's) 

	F 
	df1 
	df2 
	p 

	1.538 
	
	3.000 
	
	305.000 
	
	0.205 
	

	


 
Levene’s is not significant indicating that there is not heterogeneity among the 4 groups (sess).
Post Hoc Tests
Standard
	Post Hoc Comparisons - sess 

	
	
	Mean Difference 
	SE 
	t 
	Cohen's d 
	p tukey 

	1 
	
	2 
	
	0.315 
	
	0.221 
	
	1.429 
	
	0.274 
	
	0.482 
	

	  
	
	3 
	
	-0.851 
	
	0.240 
	
	-3.550 
	
	-0.649 
	
	0.003 
	

	  
	
	4 
	
	0.303 
	
	0.235 
	
	1.293 
	
	0.255 
	
	0.568 
	

	2 
	
	3 
	
	-1.166 
	
	0.182 
	
	-6.414 
	
	-0.954 
	
	< .001 
	

	  
	
	4 
	
	-0.012 
	
	0.175 
	
	-0.069 
	
	-0.011 
	
	1.000 
	

	3 
	
	4 
	
	1.154 
	
	0.198 
	
	5.815 
	
	0.910 
	
	< .001 
	

	

	Note.  Cohen's d does not correct for multiple comparisons. 

	Note.  P-value adjusted for comparing a family of 4 



The following is a sample write up for an ANOVA based on the above data.  JASP produces results in APA format.
The purpose of this study was to determine which type of therapy resulted in referring to positive emotions.  The data were generated from a computer program that rates words and utterances transcribed from psychotherapy sessions.  Four sessions were generated from different therapists all interviewing same client.  The therapists represented four different schools of therapy: sess #1 was rational emotive therapy (RET); sess #2 represented gestalt therapy (GT); sess #3 indicated client centered (CC) and sess #4 represented positive psychotherapy (PP).  The computer program rates each utterance on a variety of emotion, cognition, agreements, behavior (performance) and rewards.  This study assessed emotions.  
The therapists and client produced the following results: Ret (mean= 1.576, n=40); GT (mean=1.261, n-120); CC (mean=2.427, n=70); and PP (mean=1.273, n=79).  The overall F value was 15.931 the p. < .001 and the η² (eta) = 0.135.  As a result of the overall F being significant a post hoc comparison of each of the 4 sessions were assessed.
The first line shows the comparison between sess 1 and sess 2 indicating that there is not a significant difference (p> .05, ES=-0.274).   The next line shows the comparison between sess 1 and sess 3 indicating that there is a significant difference (p< .003; ES=-0.649).  The 3rd line compares sess 1 and 4 indicating no significant difference (pp>.05; ES=0.255).  The 4th line compares sess 2 and sess 3 and indicates that there is a significant difference with a (p< .001; ES=-0.954).  The 5th line indicates no significant difference between sess 2 and sess 4 (p>.05; ES=-0.011).  And finally line 5 indicates that there is a significant difference between sess 3 and sess 4 (p< .001; ES=-0.910).  The Figure labeled Descriptive Plots shows this data in graphic form.
The results indicate that therapy in these sessions resulted in more positive emotions expressed in the CC sessions than any of the other 3 sessions.  
[bookmark: _Hlt466008610]

Chapter 13  Multiple Regression

This chapter builds on the principles presented in chapter 7. That chapter was ended with an example showing the relationship between two variables. In this chapter more predictor variables (independent variables) are added to the model. (Remember the Y'=a + bx is the model being considered.) There are no new principles added here -- just complexity. In multiple regression there may be many independent variables and one dependent variable.  The formula becomes Y’=a + b1X1 + b2X2 + b3X3… bnXn.

In this next section Y primed (Y'), Beta, regression line slope, and the constant are discussed. As implied in the formula Y'=a +bX these concepts are related. 
[image: http://statutor.org/c7/chapter7/IMAG001.JPG]
Beta is the change in Y for each unit (1) change of X. In the example above the change of X from 4 to 5 (actually 4.0214 to 5.0214) shows a change in Y as .30791. This is seen in Figure 2 by the light blue shaded area (if you are viewing in black and white it is the shaded area identified by the cursor). The vertical blue area represents 1 for X. That from 4 to 5. The left side of the blue area identifies 4 on the x-axis and when it meets the regression line a horizontal line to the y-axis is the Y value predicted by 4 on the x-axis (Y' for 4). The right side of the blue area identifies 5 on the x-axis and when it meets the regression line a horizontal line to the Y-axis is the Y value predicted by 5 on the X-axis (Y' for 5). The difference between Y' when X=4 and Y' when X=5 is beta. It is represented by the horizontal blue area. 
The constant (a) is the value of Y when X is zero. It is 3.4294. It can be thought of as the origin or the regression line. Once the starting point of the regression line is identified (the constant--a) the remainder can be generated by beta. That is the slope can be determined using beta. Points are plotted according the unit changes in X. The next plot after X=0 would be when X=1. A line is drawn from X=1 up to the point on Y that is equal to the constant plus beta. That is, 3.4294 plus .30791 which is 3.73731. Next .030791 is added to 3.73731 at the X=2 position and a point identified. Once these points are drawn the regression line can be drawn through these points as indicated above. 
With this information a prediction can be made by using Y'. That is if X is known and one has the constant and beta then Y can be predicted using the following formula:
Y'=a + b1X11 + b2X2. 
The difference between Y' and the actual score is the error in prediction. When all of the differences are squared and summed the result is the error sum of squares. The square root of the sum of squares error divided by N is the error variance. 
In chapter 7 the two variables DEPRES and TENSE (taken from the Psychosocial Assessment Scale) were correlated using the regression method. In this example the variable ANGRY is added to the model. The variable DEPRES will be treated as the criterion variable (dependent variable); while TENSE and ANGRY will be treated at the predictor variables (independent variables). 
The following data is taken from the data found in Figure 1 in chapter. 
[image: http://statutor.org/c7/chapter7/IMAG002.JPG]
That set of data can be generated in excel in the following manner:
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Copy that cell and paste it down
Then square little y

[image: ]
Set the formula and copy for the remainder of little y squared.
Now select that column and auto sum it.

[image: ]
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Consequently, the sum of little y squared is 142.95
[image: ]
And
The sum of little y2 = ∑ y2  = 142.95
Now repeat the same steps above for little x sub 1 (x1) in columns F and G to obtain the following:
[image: ]

You are now ready to create your first set of cross products little x sub 1 with little y in the H column

[image: ]
The calculate the remainder of the column by pasting down the above formula and then summing it.
[image: ]
And now to add the second independent variable tense (X2).

And then the cross-products for the independent variable tense in column L (get J and K as above obtain C and D).
[image: ]

[image: ]
“cross-products” between the two independent variable x1 and x2 essentially computing a correlation between x1 and x2.
We now have the sum of squares and need to get the constant and the two beta weights.
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Although all of the formulae presented in chapter 7 apply here only the extended formulae related to multiple variables. 
[image: ]
[compare this to the single beta weight]
[image: http://statutor.org/c7/chapter7/IMAG004.JPG]
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Now with the constant and two beta weights we can finish the table.
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Notice that the results of these cases corresponds to the column identified as Y' (y primed) in the table above. 
Finally the completed table:
[image: ]
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Running Multiple Regression
R square and consequently the amount of shared variance between two or more variables can be obtained by (1) squaring the correlation and (2) multiplying that result time 100. 
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OUTPUT


Results
Linear Regression
	Model Summary 

	Model 
	R 
	R² 
	Adjusted R² 
	RMSE 
	R² Change 
	F Change 
	df1 
	df2 
	p 

	1 
	
	0.882 
	
	0.778 
	
	0.752 
	
	1.366 
	
	0.778 
	
	29.83 
	
	2 
	
	17 
	
	< .001 
	

	

	ANOVA 

	Model 
	
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 

	1 
	
	Regression 
	
	111.25 
	
	2 
	
	55.626 
	
	29.83 
	
	< .001 
	

	
	
	Residual 
	
	31.70 
	
	17 
	
	1.865 
	
	
	
	  
	

	
	
	Total 
	
	142.95 
	
	19 
	
	
	
	
	
	  
	

	



	Coefficients 

	Model 
	
	Unstandardized 
	Standard Error 
	Standardized 
	t 
	p 

	1 
	
	(Intercept) 
	
	0.033 
	
	0.538 
	
	
	
	0.062 
	
	0.951 
	

	
	
	angry 
	
	0.460 
	
	0.198 
	
	0.410 
	
	2.318 
	
	0.033 
	

	
	
	tense 
	
	0.565 
	
	0.189 
	
	0.528 
	
	2.986 
	
	0.008 
	

	

	Descriptives 

	  
	N 
	Mean 
	SD 
	SE 

	depres 
	
	20 
	
	3.450 
	
	2.743 
	
	0.613 
	

	angry 
	
	20 
	
	3.250 
	
	2.447 
	
	0.547 
	

	tense 
	
	20 
	
	3.400 
	
	2.563 
	
	0.573 
	

	



	Part And Partial Correlations 

	Model 
	
	Partial 
	Part 

	1 
	
	angry 
	
	0.490 
	
	0.265 
	

	
	
	tense 
	
	0.587 
	
	0.341 
	

	



Test Contribution of Variables
This next set of examples is designed to show (1) that you can test the contribution of each variable, (2) that you can force variables to enter the model (a new concept model) to be tested for their contribution, and (3) that the computer will select the next variable that will contribute the most to model (step wise regression). 

Notice that the R Square Change for variable 2 (Tense) is .116. That is the proportion of change and can be converted to percentage of variance accounted for by multiplying by 100 which makes it 11.6% when rounded becomes 12%. This variance is referred to as unique variance. It is variance of the Y variable that is shared only with Tense. Or stated differently it is variance of the Y variable that is accounted by Tense only. 



Notice that the R Square Change for variable 2 (Angry) is .070. That is the proportion of change and can be converted to percentage of variance accounted for by multiplying by 100 which makes it 7 or 7%. 


In the first run Tense accounted for 12% variance beyond Anger and in the second run Anger accounted for 7% variance beyond Tense. These two runs are represented in the Venn diagram below. These percentages can be shown in a Venn diagram. Overlaps of variables indicate shared variance. For example, in the figure below there is 12% overlap between the X-1 variable and the Y variable. 
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Venn Diagrams
It appears that it makes no difference whether you think about the beta weight as being taken directly from the part correlation or whether you take the part correlations plus the respective amount of weight from the overlap -- the proportional weight is the same. 
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Results
Linear Regression
	Model Summary 

	Model 
	R 
	R² 
	Adjusted R² 
	RMSE 
	R² Change 
	F Change 
	df1 
	df2 
	p 

	1 
	
	0.660 
	
	0.436 
	
	0.432 
	
	1.387 
	
	0.436 
	
	99.738 
	
	3 
	
	387 
	
	< .001 
	

	

	ANOVA 

	Model 
	
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 

	1 
	
	Regression 
	
	575.863 
	
	3 
	
	191.954 
	
	99.738 
	
	< .001 
	

	
	
	Residual 
	
	744.812 
	
	387 
	
	1.925 
	
	
	
	  
	

	
	
	Total 
	
	1320.675 
	
	390 
	
	
	
	
	
	  
	

	



	Coefficients 

	Model 
	
	Unstandardized 
	Standard Error 
	Standardized 
	t 
	p 

	1 
	
	(Intercept) 
	
	0.796 
	
	0.317 
	
	
	
	2.514 
	
	0.012 
	

	
	
	fgood 
	
	0.507 
	
	0.048 
	
	0.477 
	
	10.552 
	
	< .001 
	

	
	
	should 
	
	0.169 
	
	0.050 
	
	0.145 
	
	3.362 
	
	< .001 
	

	
	
	lively 
	
	0.146 
	
	0.035 
	
	0.182 
	
	4.237 
	
	< .001 
	

	

	Descriptives 

	  
	N 
	Mean 
	SD 
	SE 

	worth 
	
	391 
	
	5.683 
	
	1.840 
	
	0.093 
	

	fgood 
	
	391 
	
	6.128 
	
	1.730 
	
	0.088 
	

	should 
	
	391 
	
	6.176 
	
	1.587 
	
	0.080 
	

	lively 
	
	391 
	
	5.033 
	
	2.290 
	
	0.116 
	

	



	Part And Partial Correlations 

	Model 
	
	Partial 
	Part 

	1 
	
	fgood 
	
	0.473 
	
	0.403 
	

	      
	
	should 
	
	0.168 
	
	0.128 
	

	
	
	lively 
	
	0.211 
	
	0.162 
	

	



.403 * .403 =  .162    16 percent 
.128  * .128 = .016    2 percent
.162 * .162 = .026     3 percent

[image: ][image: ]

Total variance accounted for by the 3 independent variables 43.6%.  From r squared above.
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	R-Squared 

	Variable 
	R² 

	should 
	
	0.320 
	

	fgood 
	
	0.658 
	

	worth 
	
	0.600 
	

	lively 
	
	0.350 
	

	approve 
	
	0.399 
	

	




Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	p 

	Model 
	
	2.000 
	
	9346.128 
	
	9381.894 
	
	2.833 
	
	0.243 
	

	


 
	Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	factor1 
	
	=~ 
	
	should 
	
	
	
	1.000 
	
	0.000 
	
	
	
	  
	
	1.000 
	
	1.000 
	
	0.781 
	
	0.536 
	
	0.536 
	
	
	

	factor1 
	
	=~ 
	
	fgood 
	
	
	
	1.737 
	
	0.139 
	
	12.458 
	
	< .001 
	
	1.464 
	
	2.010 
	
	1.356 
	
	0.809 
	
	0.809 
	
	
	

	factor1 
	
	=~ 
	
	lively 
	
	
	
	1.459 
	
	0.135 
	
	10.837 
	
	< .001 
	
	1.195 
	
	1.723 
	
	1.139 
	
	0.595 
	
	0.595 
	
	
	

	worth 
	
	~ 
	
	factor1 
	
	
	
	1.778 
	
	0.143 
	
	12.430 
	
	< .001 
	
	1.497 
	
	2.058 
	
	1.388 
	
	0.793 
	
	0.793 
	
	
	

	should 
	
	~~ 
	
	should 
	
	
	
	1.512 
	
	0.093 
	
	16.323 
	
	< .001 
	
	1.330 
	
	1.693 
	
	1.512 
	
	0.712 
	
	0.712 
	
	
	

	fgood 
	
	~~ 
	
	fgood 
	
	
	
	0.974 
	
	0.103 
	
	9.447 
	
	< .001 
	
	0.772 
	
	1.176 
	
	0.974 
	
	0.346 
	
	0.346 
	
	
	

	lively 
	
	~~ 
	
	lively 
	
	
	
	2.371 
	
	0.151 
	
	15.708 
	
	< .001 
	
	2.075 
	
	2.667 
	
	2.371 
	
	0.646 
	
	0.646 
	
	
	

	worth 
	
	~~ 
	
	worth 
	
	
	
	1.140 
	
	0.112 
	
	10.180 
	
	< .001 
	
	0.921 
	
	1.360 
	
	1.140 
	
	0.372 
	
	0.372 
	
	
	

	factor1 
	
	~~ 
	
	factor1 
	
	
	
	0.610 
	
	0.091 
	
	6.670 
	
	< .001 
	
	0.431 
	
	0.789 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	


 
	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	0.002 
	

	χ² 
	
	2.833 
	

	Degrees of freedom 
	
	2.000 
	

	p 
	
	0.243 
	

	


 
	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.999 
	

	Tucker-Lewis Index (TLI) 
	
	0.997 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.997 
	

	Bentler-Bonett Normed Fit Index (NFI) 
	
	0.996 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.332 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.988 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.999 
	

	Relative Noncentrality Index (RNI) 
	
	0.999 
	

	


 
	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	-4665.064 
	

	Loglikelihood unrestricted model (H1) 
	
	-4663.648 
	

	Number of free parameters 
	
	8 
	

	Akaike (AIC) 
	
	9346.128 
	

	Bayesian (BIC) 
	
	9381.894 
	

	Sample-size adjusted Bayesian (BIC) 
	
	9356.494 
	

	


 
	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.025 
	

	Upper 90% CI 
	
	0.086 
	

	Lower 90% CI 
	
	0.000 
	

	p-value RMSEA <= 0.05 
	
	0.664 
	

	


 
	Standardized Root Mean Square Residual 

	  
	Model 

	RMR 
	
	0.032 
	

	RMR (No Mean) 
	
	0.032 
	

	SRMR 
	
	0.011 
	

	


 
	Other Fit Indices 

	  
	Model 

	Hoelter Critical N (CN) alpha=0.05 
	
	1367.341 
	

	Hoelter Critical N (CN) alpha=0.01 
	
	2101.398 
	

	Goodness of Fit Index (GFI) 
	
	0.998 
	

	Parsimony Goodness of Fit Index (GFI) 
	
	0.989 
	

	McDonald Fit Index (MFI) 
	
	0.999 
	

	


 
	R-Squared 

	Variable 
	R² 

	should 
	
	0.288 
	

	fgood 
	
	0.654 
	

	lively 
	
	0.354 
	

	worth 
	
	0.628 
	

	


 
Path Diagram
[image: ]






Beta Weights (Regression Coefficients)

The beta weight of a multiple correlation splits the overlap correlations of two independent variables.  It does not correspond to the part or partial correlations.  Each does not account for the overlap of the two independent variables.  
Using Multiple Regression in Science

A.	Select type of regression

1.	Empirical (must cross-validate)
a.	forward steps
b.	backward steps
2.	Theoretical
a.	single variable steps
b.	variable category steps
B.	Split sample for cross validation (test for alternative hypotheses)
C.	If you have too many variables it is possible that none are significant
D.	Interpretations of beta
1.	rate of change in dedpendent variable from predictor, when others are held constant (in standard score form only).
2.	given assumptions are met (measure all predictors or those not measured are not correlated with those you do) beta gives causal contributions to relationship.
3.	if significant, beta means that a predictor has a unique contribution.
4.	Beta is a sort of standardized "usefulness" = usefulness / degree of non-redundant information given by predictor
5.	beta's may be compared within a regression equation for size in terms of rate of change in criterion.
E.	Usefulness = the amount of multiple correlation squared drops if you eliminate a variable (R-square change).


1.	unique contribution of prediction in terms of proportion of independent variable explained.
2.	the part correlation squared when other variables have been removed.
 Chapter 14 Logistic Regression – Discriminant Analysis


Logic regression usually implies a dichotomous dependent variable (Binary Logistic Regression)  and discriminant analysis implies a categorical variable (Multinomial Logistic Regression).
Binary Logistic Regression 
[image: ]
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Linear Discriminant Classification
	Linear Discriminant Classification 

	Linear Discriminants 
	Method 
	n(Train) 
	n(Test) 
	Test Accuracy 

	3 
	
	Moment 
	
	217 
	
	54 
	
	0.704 
	

	


 
Data Split
[image: ]
 
	Confusion Matrix 

	
	Predicted 

	  
	  
	1 
	2 
	3 
	4 

	Observed 
	
	1 
	
	0.22 
	
	0.04 
	
	0 
	
	0.06 
	

	
	
	2 
	
	0.02 
	
	0.09 
	
	0 
	
	0.02 
	

	
	
	3 
	
	0.04 
	
	0.04 
	
	0.24 
	
	0 
	

	
	
	4 
	
	0.04 
	
	0.04 
	
	0.02 
	
	0.15 
	

	


 
Total correct prediction (proportion) = .22 + .09 + .24 + .15 = .70
	Evaluation Metrics 

	  
	Precision 
	Recall 
	F1 Score 
	Support 
	AUC 

	1 
	
	0.706 
	
	0.706 
	
	0.706 
	
	17 
	
	0.893 
	

	2 
	
	0.455 
	
	0.714 
	
	0.556 
	
	7 
	
	0.869 
	

	3 
	
	0.929 
	
	0.765 
	
	0.839 
	
	17 
	
	0.886 
	

	4 
	
	0.667 
	
	0.615 
	
	0.640 
	
	13 
	
	0.780 
	

	Average / Total 
	
	0.734 
	
	0.704 
	
	0.712 
	
	54 
	
	0.857 
	

	

	Note.  Area Under Curve (AUC) is calculated for every class against all other classes. 


 
Linear Discriminant Matrix
[image: ]

Chapter 15  Research Design

Much of this discussion is taken from Campbell and Stanley (1966).  Internal threats to validity attempt to answer the question "Are you sure that it was the identified independent variable(s) that resulted in  the change in the dependent variable?"   Or stated another way "Is there an alternative explanation for the resulting change in the dependent variable?"  If there is any other possibility than the independent variable that is referred to as a "threat to internal validity."  Campbell and Stanley offered 8 threats to internal validity ‑‑ other authors list anywhere between 8 and 10.  The 8 of Campbell and Stanley are listed here.
  
 Internal validity
Internal threats to validity are as follows:
1.  History of the subject. Any event that occurred other than the independent that may have produced the result in the independent variable.  It may be anything that happened during the intervention or outside the intervention.   This occurs when an event other than the treatment changes the subject on dimensions relevant to the dependent variable.  For example, the dependent variable were depression and an event outside of treatment changed that relieved the depression the change attributed to the treatment would be invalid.  
2.  Maturation of the subject.  This refers to any process that may occur over time.  It differs from history in that it is systematic in terms of time ‑‑ growing older, getting smarter, getting bigger, using up resources, getting tired, habituating, getting more concerned, getting less concerned, and etc.  If two groups of subjects, say first grade school children and third grade school children were assigned to brush their teeth with "Crest" and "Colgate" respectively for six months and assessed pre and post the "Crest" group might look bad because children loose their "baby teeth"  about six years of age.  Consequently, if number of teeth at pretest and number of teeth at posttest were used as the dependent measure erroneous conclusions would be drawn.  
3.  Instability of the subject.   The state of the subject may change periodically (or randomly).  For example, schizophrenic clients seem to have episodes where at times they are more lucid than others.  
4.  Testing effects.  The effects of memory of the first test might have on taking the second test.  The reduction of test anxiety ‑‑ or increasing test anxiety.  The pretest can cue the subject to attend to the treatment.  For example, if the pretest asks the subject about his or her level of stress and the treatment is designed to alleviate stress the subjects who were asked to assess their level of stress might be more attentive to the treatment and therefore be more influenced by the treatment.
5.  Instrumentation.  The measuring device may be unreliable.  This is particularly true when raters are the measuring device.  Raters might improve their accuracy over time because of practice or diminish accuracy because of boredom.
6.  Regression artifacts.  There is a tendency for extreme scores to move toward the mean over time.  For example, when clients enter treatment they are probably "at their worst" and they are likely to "get better" regardless of what happens to them.
7.  Selection.  Subjects can be selected and a systematically biased manner.  For example, if the subjects of two different psychiatric hospital wards are compared there is the possibility that the clients of one ward might be more chronic than the other ward.
8.  Experimental mortality.  When subjects withdraw from the treatment it may be that they do so because the treatment is not "working" for them.  This will bias the study because the only the clients who remain will be tested at the posttest and the treatment was "working" for them.
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9.  Selection‑Maturation interaction.  

External validity 
External validity refers to the degree to which the results of the study can be generalized beyond the experimental situation.  Factors that limit such generalizability are external threats to validity.  Campbell and Stanley proposed 4 external threats to validity.   Two more are added.
1.  Reactive or interaction effect of testing and treatment.  The pretest might que or sensitize the subject to the subsequent treatment.  
2.  Interaction of selection and treatment.  The subjects may have been selected in such a way that the experimental subjects respond differently to the intervention than would the control subjects.
3.  Reactivity to the intervention.  The subjects may react to being in the experiment (either favorably or unfavorably).  
4.  Multiple treatment interference.  When one part of the study effects another particularly when there are repeated interventions.
5.  Irrelevant measure of outcome.
6.  Irrelevant measure of treatment

Campbell, D. T., and Stanley, J. C. (1966)  Experimental and Quasi‑Experimental Designs for Research.  Chicago: Rand McNally and Co.

The following are  various research designs that are intended to accomplish internal and external validity given the characteristics (limitations) of the experimental situation.  The limitations of the experimental situation may be that it is unethical to randomize subjects to treatments, or that one cannot randomly assign subjects to diagnostic groups.
The format of the presentation is as follows:
Group 1:  R   O1   X1   O2
Group 2:  R   O1   X2   O2

Where:  
Group 1 indicates group number 1
Group 2 indicates group number 2
R indicates that the subjects were randomly assigned to the group
O1 refers to observation 1 (or test 1 - in this instance pretest)
O2 refers to observation 2 (or test 2 - in this instance posttest)
X1 indicates that treatment number 1 was administered
X2 indicates that treatment number 2 was administered
moving from left to right indicates a passage of time -- for example randomization (R) occurs before the pretest (O1) and they both occur before treatment number 1 (X1) and so forth.
Os are dependent measures and Xs are independent measures

One-Group Pretest-Posttest Design

Group 1:  O1   X1   O2


In this design there is only one group and the dependent measure is assessed before treatment (pretest) and after treatment (posttest).  This design does not guard against any of the internal or external threats to validity.  There design do little to protect against internal threats to validity.  However, Campbell and Stanley suggest that selection and mortality could be protected.

Two-Group Pretest-Posttest Design Nonrandomized

Group 1:   O1   X1   O2
Group 2:   O1   X2   O2

This design could protect against history, maturation, testing, instrumentation, and regression.  However, these are still at risk if the groups have different experiences in addition to the treatment.  For example, if they are on different wards of a psychiatric hospital, or different classes in school.

Two-Group Pretest-Posttest Design Randomized

Group 1:  R   O1   X1   O2
Group 2:  R   O1   X2   O2

According to Campbell and Stanley this design protects against all threats to internal validity.  It does not protect against the external threats to validity.  Although Campbell and Stanley think there is a possibility that it could protect against the external threats of Interaction of Selection and Treatment and Reactive Arrangements.  However, it would seem that mortality could be an issue if the treatment were noxious and caused subjects to withdraw.

Solomon Four-Group Design Randomized

Group 1:  R   O1   X1   O2
Group 2:  R   O1           O2
Group 3:  R           X1   O2
Group 3:  R                   O2

Most authors agree that this design protects against all threats to internal validity.  However, if one finds that more subjects withdraw from the treatment groups than the control groups suspicion is aroused.

One-Group Time Series Design

Group 1:   O1   O2   O3   X1   O4   O5   O6

Campbell and Stanley suggest that this design protects against all internal threats to validity except Instrumentation.  Other authors suggest that History and Mortality could be threatened.

Two-Group Time Series Design

Group 1:   O1   O2   O3   X1   O4   O5   O6
Group 2:   O1   O2   O3   X2   O4   O5   O6

Would seem to be better at protecting threats of History and Maturation than the One-Group Time Series Design.  However, it would seem that both could be a threat.

Counterbalanced Design (Latin Square)

Group 1:   X1   O1   X2   O2   X3   O3
Group 2:   X2   O1   X3   O2   X1   O3
Group 3:   X3   O2   X1   O2   X2   O3

Most authors agree that this design protects against all threats to internal validity except interactions between two or more threats.  






Campbell and Stanley:
	
	 
	history
	maturation
	instatiblity of subject
	testing effects
	instrumentation
	regression artifacts
	selection
	mortality
	selection-maturation interaction

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	One-Group Pretest-Posttest
	-
	-
	 
	-
	-
	?
	+
	+
	-

	Two-Group Pretest-Posttest
	 
	 
	 
	 
	 
	 
	 
	 
	 

	(Nonrandomized)
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Two-Group Pretest-Posttest 
	+
	+
	 
	+
	+
	+
	+
	+
	+

	(Randomized)
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Solomon Four-Group
	+
	+
	 
	+
	+
	+
	+
	+
	+

	One-Group Time Series
	-
	+
	 
	+
	?
	+
	+
	+
	+

	Two-Group Time Series
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Counterbalanced
	 
	+
	+
	+
	+
	+
	+
	+
	?



	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	


Philosophy of Science for the Psychosocial Sciences

Understanding human interaction is fraught with problems of epistemology ‑‑ "How do we know that, what we believe to be true, is true?"  My interest in the philosophy of science is practical and is needed as a guide in selecting the proper research designs.  This paper is about method; it is first philosophy of science and then a practical implementation of that philosophy.
     The purpose is to present a method of scientific investigation for the scientist studying human interaction.  There are basically two questions to be answered when considering such research design.  "Is there a relationship between what the hypothesis predicts and the resulting outcome data?" And "How can a researcher be sure that the variance of the outcome data is due to the variance of the treatment variable (theoretical construct)?"  The first question deals with the fit of the theory to the actual data and the second deals with possible alternative explanations.  The second question can be further elaborated with the following questions: (1) Will the relationship be contradicted by further evidence? (2) If repeated will the relationship hold? (2) Will the theory hold (relationships hold) in future situations?"
     Lachman (1960) states that the general objectives of science are to describe, comprehend, predict and control.  More specifically to develop mathematical formulas to describe, comprehend, predict and control.  The objectives are met by objectivity, caution, skepticism, parsimony, reduction of the complexity of mathematical formulas needed, and theory construction and utilization.  Theory construction and utilization involves the following: completeness of formulation, coherence of the constituent components, simplicity, fecundity or fruitfulness, and precision of predictions.  Consequently, the objective of science is to reduce the complexity of formulas needed to predict the outcome of a set of events in new situations.
     The goal of science is the search for universal patterns or laws.  As Popper (1972) states, "The scientist will never let anything stop his search for laws..." (p.  247).  Klenke, Hollinger and Kline (1980) state the same idea in a more subtle way "The terms 'definiteness' and 'precision' may be used in at least two related senses.  First, they refer to the delimitation of our concepts and to the removal of ambiguity or vagueness.  Second, they refer to a more rigid or exact formulation of laws.  For example, 'It is more probable than not that X causes disease Y' is less desirable than 'The probability that X causes Y is 9.1.'" (p.  15).  Neither Popper nor Klenke et.  al.  believe that psychology has any laws.  Therefore, Popper would reject psychology as a science (he believes it will never become a science).  While Klenke et.  al.  are willing to lower their standards and allow it to become a science.
     The position taken in this paper is that neither of these positions should be taken ‑‑ either rejecting the study of psychology as a science or lowering the standards so that psychology can meet the criterion of the new lowered standards.  My position is that the highest standards of science should be maintained even though presently no laws exist.  Lowering the standards retards the scientific development.
     The steps of a scientific method are presented and then these steps are compared to the requirements of science.  Finally practical methods of putting these concepts into a practice of science are presented.  
Method
     A six step method is presented and then the method is assessed in its ability to meet the requirements of science.  The steps are as follows.


1.  Develop a logically consistent theory, hypothesis, or theoretical construct that can be stated in such a way that a deduced formula or statement specifies the prediction of events.  
2.  Identify the scope of the events to be explained by the theory.
3.  Describe a taxonomy of events (data) generated from the theoretical construct that is circumscribed by the scope.  Include in this taxonomy any events that could falsify or test the theory if it were incorrect.  Estimate the degree to which these variables represent the scope.
4.  Describe a method to identify (measure) events (data) so that observations can be made reliably.
5.  Test the predictability of these formulas (statements) against the standard of perfect predictability across situations within the scope.
6.  Attempt a reduction of the number and complexity of the formulas (theoretical construct) for predicting events (testing fit).  Compare the prediction of the formula to the prediction of other formulas.  Seek alternative explanations.
     The first step of the method will probably not be contested by most science philosophers.  Step #2 is a limiting step of the theory to a specific set of events.  This step identifies those events that the theory should explain and likewise excludes those events that are outside the realm of explanation of the theory.  Later it will be argued that theories with a broader scope should be selected over theories with a more limited scope.  An example of limiting the scope is that the events to be explained are limited to say sociology or psychology.  That is, even though the theory or laws should be universal (Step #5) the universality applies to the events within the scope specified.  
     For example, a theory might be created to explain or predict cognitions rather than emotions.  This is an arbitrary decision of the scientist.  Even though there might be those who say that behavior cannot be separated from the biochemistry of the brain or that emotion cannot be separated from cognition the theorist has the option of setting the scope.  At the same time it might be found later that another theory with the same number of statements or complexity of formulas that might explain the both sets of events.  The theory that explains (predicts) the broadest set of events using the simplest formula should be selected as the reigning theory (Step #6).  
     Step #3 might be more contested by some philosophers of science.  The concept of Step #3 comes from Popper (1972) who states that the criterion of science is that theories should be stated in terms that are testable or falsifiable.  He states, "One can sum up all this by saying that the criterion of the scientific status of a theory is its falsifiability, or refutability, or testability." (p.  23).  
     Step #4 refers to the reliability of observation.  Basically this is a measurement and/or psychometric step.
     Step #5 follows from Popper's concept that science is the search for laws.  It is most likely to draw criticism from the social scientists, however, I believe it to be the most crucial to a scientific method.  Social scientists might not agree that the goal of social science is to search for laws ‑‑ that is to attempt to predict at the level of 100% correct predictions.  I am not arguing that we can approach the level of 100% correct predictions only that the theory be tested against that standard.  The goal is to search for universalities or laws even though we haven't found any yet.  
     Step #6 closely follows Platt's (1964) modified version of Popper's corroboration concept (1972).  This step could be thought of as a subset of Step #5.  One theory could be compared to 100% and then a second theory compared to 100% and then these percentages compared.  Step #6 is separated out because it becomes important in terms of method and the understanding of the relationship between philosophers of science.  Step #6 is a more direct test of two competing theories.  Platt (1964) argued that this is a major method in the development of science.

     Step #6 could be used to revise the theory and then start over with step #1.  One now has a new theory to test.  It should be recognized that this fits the philosophy of Kuhn (1970) but not the philosophy of Popper (1972).  In Kuhn's (1970) rather sociological approach to the philosophy of science he describes 'normal science' as proceeding in small steps until there is a revolution.  The changes made in Step #6 could be thought of as one of those small steps.  This notion is in conflict with Popper (1972) in that he would have a theory be tested once and for all.  If it is falsified the whole theory is falsified and it should be rejected and forgotten.  
     Further it should be recognized the present method does not use the falsifiability of Popper (1972) but a modified version.  In Popper's version a theory can only be falsified, never verified.  Although he does have a concept of corroboration which is the absence of falsifiability.  Platt (1964) modified the falsifiability concept to test competing theories.  That is, the simplest theory, least falsified is selected as the reigning theory.  It could be that two theories are equally good.  
     The present method attempts to use the robustness of both of the methods of Popper and Platt.  That is, that falsifiability is attained in the selection of variables (Step #3) and the competition of theories is in the result of the test (Steps #5 and #6).  Further the present method tests the degree to which a theory is falsifiable.  Some parts of the theory may be correct and therefore the theory might be revised by eliminating the false parts of the theory (Popper would reject this idea).
     Another aspect of this method is that step #1 is deductive while step #6 is inductive.  Once the theory has been tested, step #6 helps to identify those parts of the theory might be improved.  This can be done either by reducing parts of the formula (Ocums razor) or comparing it to another theory.
     Theories are selected based on: their scope (Step #2), the complexity of their statements or formulas (Step #1 and Step #6), and the level of their predictability (Step #5).  The theory would be selected that had: simple formulas (or statements), broad scope and high predictability.
     What if a theory has simple formulas and high predictability but limited scope (for example studies with rats and the early learning theories might be classified into this category)? Should that theory be selected over one that has high predictability, complex formulas and broad scope.  Weighing each of these dimension is not taken up at this point.  
     These six steps are a description of the practice of science; included within them is the nature of science.  All six steps are required for the practice of science.  However, the question was raised by Popper (1972) of the criterion of science.  What makes science different from other intellectual endeavors?  Bartley (19‑‑) argued that the question of the criterion of science is relatively unimportant.  It is left for the reader to decide its importance.
     Steps #2 and #5 combine to form the criterion of science.  It is these two steps that separate science from art, law, or religion?  That criteria is taken from Popper (1972) as the falsifiability of the theory by empirical evidence.  The requirement of science is that a theory must be testable in the face of empirical data.  At the same time the theory must be logically consistent (Step #1) but the criterion is falsifiability.  Step #1 is not included in the criterion of science because it could also be performed by logisticians, mathematicians, theologians, and etc.  This step does not discriminate scientists from other intellectuals.  However, it is noted above that this step must be included as a part of the scientific process ‑‑ without it science is not being performed.  

     There are other necessary features but it is this criterion of falsifiability that distinguishes it from other fields of thought and intellectual endeavor.  There are two basic tenants of science: (1) don't give up the search for laws, and (2) the laws or theories proposed must generate formulas or concepts that would generate predictions that could be disproved by data.  These two tenets are the criterion that separate science from other forms of intellectual endeavor but there are other necessary parts of the method that are shared with art, literature, poetry, religion, and law.  
     The other steps could be part of other intellectual endeavors.  They are necessary for science but they are not distinct from other methods.  In fact they themselves could be researched and developed.  For example, Kuhn's "philosophy of science" might more appropriately be labeled and as a sociological study of scientists.  That is not devalue its usefulness but it is not a philosophy of science.  It is not a statement of epistemology, method or a criterion for science.  It is a hypothesis of the nature of scientists, and consequently, it is applied science itself.  
Definition of Terms
     There has been a tendency in the behavioral sciences to describe Steps #2, #3 and #5 above with the term generalizability.  That is, the term "generalizability" or the "generalization of results" has been used to replace or describe prediction of events across situations.  If one word were to be used, predictability might be more descriptive and accurate.
     In order to met the requirement of generalizability the complete set of treatment and outcome variables need to be described.  That means developing a taxonomy of the relevant set of variables.
     One of the problems in using the term prediction is that in some instances it has a limited scope.  Authors like Pepper (1970) have argued against the use of predictability as the objective of science.  However, it is not being used here in the sense he argued against.  In this program a set of formulas are being used as the predictor.  That is to say a theoretical construct is being used as the predictor so that it is the theory that is being tested.  It is not merely a set of empirical variables.  Further, the theoretical variable(s) is being tested within a set of other measured variables.  As used here a theory should have postulates that predict events and these can be tested.
     It should be recognized that predictability is the more powerful form of generalizability.  Predictability answers the question, "To what degree of probability can I predict what will happen in another situation?", while generalizability answers the question, "Will, what has an effect in this situation, have any (no determination of how much) effect in another situation?"
     The term explanation has a connotation of causality.  At the same time it has implications beyond the empirical events at hand.  It is often used to show the fit of the empirical events to the theory.
     At times throughout this paper the terms explanation, generalizability, and prediction are used interchangeably.  In those cases where they are used interchangeably it is because of the references made to other investigators and should not lead to confusion.  The term prediction is used as the preferred concept in this paper.
The Problem of Errors in Prediction
     The psychosocial sciences have a special problem not shared by other sciences.  That is the problem of confounding variables which are difficult to isolate for laboratory study.  For example, if the researcher is studying psychotherapy and identification of say five characteristics which make up the theory.  bla bla
     The researcher might take these into the laboratory in some way
     It is important, however, to generalize back to the situation (psychotherapy).  That is, using the theory to explain events to the general situation.  One of two types of error can occur when using the theory to predict to general situations (Step #5): (1) the results indicate incorrect prediction when in fact the prediction was correct and (2) the results indicate correct prediction when in fact the prediction was incorrect.  These are sometimes referred to Type I and Type II errors respectively.  These can be categorized in the following way.
 A.  Low prediction of outcome when the formula was correct

   1.  Inaccurate predicting formula (theory)
   2.  Errors in selecting variables (omission).
   3.  Errors in measurement.
    a.  predictor variables.
    b.  control variables (if used)
    c.  criterion variables
  B.  High prediction of outcome when the formula was 
      incorrect
   1.  Criterion variable(s) do not contain falsifiable 
       information
   2.  Errors in selecting variables (wrong ones)
   2.  Alternative predictor variables are not included.
   3.  Predictor variables contain part of criterion 
       variable.
   4.  The criterion and predictor variables are mislabeled 
       the criterion variable controls the predictor 
       variable.
     Any scientific method must solve these problems.  Two different methods are presented to solve the problem.  These are then compared for their solution to the problem as well as their adherence to the other requirements of science as presented above.
Two Implementations of the Scientific Method
     Two models of implementing the scientific method are presented.  They are then compared on their ability to meet the requirements of science and the method of dealing with the problem of errors in prediction.
     The major reason for this somewhat extensive excursion into the philosophy of science is that some form of randomized groups or trials is usually recommended as the best or only model of obtaining scientific integrity in social science.  I would like to present and alternative model that I believe is a better fit to rigorous canons of science.  The randomized groups method will be presented first and the multiple regression method follows.
     1.  Randomized Groups Method of Psychosocial Science 
     Psychosocial scientists have translated the philosophy of science into to a working model through the use of randomized groups or randomized trials.  Student (190‑) first presented the method of comparing two groups.  Fisher (19‑‑) expanded the model to more than two groups as well as testing for interactions.  Solomon (1949) described the research design, and Campbell and associates (Campbell & Stanley, 1963; Cook & Campbell, 1979) identified where the errors that would occur when the model was put to use in the psychosocial sciences and prescribed the model of Solomon (1949) to avoid these errors.  Errors would occur in that the theory would be accepted when in fact it was incorrect.

     Solomon (1949) proposed a procedure that used four different groups that would be needed in order to meet the requirements of a of a randomized experimental study.  Campbell and associates (1963, 1979) identified the internal threats to validity that would be eliminated by this four group design.  The design is presented schematically as follows:
	

	
Time 1 
	
Time 2
	
Time 3

	
Group 1
	
Test 1
	
Treatment 1
	
Test 2

	
Group 2
	
Test 3
	
No Treatment
	
Test 4

	
Group 3
	

	
Treatment 2
	
Test 5

	
Group 4
	

	
No Treatment
	
Test 6



     The implication underlying Campbell's internal and external forms of validity is that if these could be satisfied then the requirements of science or experimentation are satisfied.  It is argued here that the scientific requirements are only partially met.
     The internal threats to validity are as follows:
  1.  History of the subject.  
  2.  Maturation of the subject.
  3.  Instability of the subject.
  4.  Testing effects.
  5.  Instrumentation
  6.  Regression artifacts.
  7.  Selection.
  8.  Experimental mortality.
  9.  Selection‑Maturation interaction.
     These internal threats can be summarized as follows.  When there is only one group of subjects used in the experiment it is not known whether the treatment caused the effect or one of the above mentioned confounding variables produced the cause.  For example, all of the children in a fourth grade class may have all had the same teacher in the third grade class that taught them arithmetic (long division) rather than the present one in the fourth grade class (history effect).  In another example it might be that in a tooth brushing experiment of six year old children many of them lost their teeth.  This could have been due to maturation rather than teeth brushing.  The other internal threats are effects of the same confounding nature.
     These internal threats to validity are related to measurement, the correct selection of weights in the theoretical formula (or statement) and separation of variables from surrounding confounding variables.  These are issues that are particularly problematic in the psychosocial science.  The are slippery and mean.
     The external threats to validity are:
  1.  Interaction effects of testing.
  2.  Interaction of selection and experimental treatment
      (unrepresentativeness).
  3.  Reactive effects of experimental arrangements.
  4.  Multiple‑treatment interference.
  5.  Irrelevant measures.

  6.  Irrelevant assessment of treatments.
     These threats to validity can be rephrased in the following manner.  In order to generalize to future situations one needs to know the degree to which existing extraneous variables will affect the independent variables (predicting formula as measured by some set of variables) and dependent variables (outcome of the experiment) in those future situations.  The following assumptions are made by the randomized groups method.  The extraneous variables are randomly correlated with the experimental variable and the control variable.  The extraneous variables are not correlated or that they are randomly correlated with other extraneous variables.  It is further assumed that randomization will result in the sample representing the situation to which one wishes to generalize.
     Deficits of the Design
     It cannot be assumed that the extraneous variables are: (1) randomly correlated with the control and experimental conditions: (2) not systematically intercorrelated; and (3) that they are representative of the situation to which one wishes to generalize.  In fact is most likely that such correlations would occur.
     It is somewhat surprising that a number of advocates of the design also state that the design does not solve the external validity problem.  In reference to the two‑group design Crano and Brewer (1973) state: "No matter how good the experimental design, the question of external validity is still unanswerable.  It is good to attempt to approach the ideal of generalizability, but foolish to expect its attainment through the use of experimental techniques that simply were not designed to provide such assurances." As Campbell pointed out the model does a good job of eliminating the errors of internal validity but does nothing about the errors of external validity.  Campbell (1975) referred to the errors of generalizability as "threats to external validity".  He states (Campbell, 1975): "These threats apply equally to true experiments and quasi‑experiments."
     It is disquieting when the advocates of the preferred method indicate the method does not meet the requirements of science.  That is, that generalizability is the stated goal of science according to Campbell et. al. and yet even the most stringent method proposed by them (the Solomon four group design) does not attain such generalizability.  Further, it is postulated here that the method of attaining internal validity (randomization) results in this lack of generalizability.  A strange state of affairs.
     The randomized groups design fails to meet the test of generalizability and, consequently, the more stringent requirement of predictability.  These external threats are related to universality of the hypothesis.  These problems arise basically because of the method used to solve the internal validity problem.  If the internal validity problem could be solved by a method other than randomization then the external problem might not exist.  Confounding of variables still remains unsolved and problematic and, consequently, solving the internal validity problem by randomizing solves nothing.  The reason that randomization causes problems for external validity is that randomization does not separate or eliminate the effects of the confounding variables from any variables except the treatment variables.  If variables could be separated properly and measured then the external relationships could be solved directly.
     2.  Multiple Regression Method of implementing Psychosocial Science

     The second method that social scientists have used to implement the scientific method is to solve the "prediction error" problem with methods other than randomization.  This will be referred to as the multiple regression model (RM).  The method itself goes much beyond the statistical model implied.  It includes taxonomizing, describing, and testing the independent and dependent variables.  A major effort is made to include variables which could falsify the theory.
     Rather than randomize in order to obtain interval validity the researcher using this method identifies alternative hypothesis and moves toward what Platt refers to as strong inference.  The basic idea of this method is to test one variable against another; to search for the falsifiable variable; to include it in the study; to search for the underlying unknown variable.
     For example, the researcher might include variables of history, maturity, and etc.  In the early stages of research in an area (specified by the scope) variables will multiply but as they become known (because of describing them not randomizing them) the researcher will be in position to choose those which may effect the outcome (alternative explanations).
     While the statistical prototype of the randomized groups (RG) method is the t‑test the statistical prototype for this design is the correlation.  The statistical model is the multiple regression (MR).
     The stringent requirement of science is that a scientific theory be tested against the level of perfect predictability which the MR model affords.  This is a way of estimating both its internal and external validity.  However, one can never be sure of either but its final estimate is known.  A theory, formula, or hypotheses is presented to be tested against the perfect predictability.  Not only is it more "hard nosed" science but it also allows the researcher to choose broader more complex problems of human intercourse; to study the complexity of many interesting variables in vivo; in vitro; in toto.  [enter Aronson]
     Structural equation modelling and confirmatory factory analysis are methods for testing hypotheses of covariance structures (Joreskog, 1974; 1979).  The methods compare goodness of fit of hypothesized models of relationships among variables to observed covariances (or correlations) among a set of variables.  The analysis of covariance structures is a very general approach for correlational data, and includes many typical multivariate procedures (e.g., multiple regression, path analysis, factor analysis, analysis of variance and covariance, canonical correlation) as special cases of the general model.  Unlike many of the correlational multivariate methods, however, the analysis of covariance structures allows an a priori specification of variable relationships.  Thus, some relationships may be set to zero (or some other value) or constrained to be numerically equal across variables or groups.  Systematic hypothesis‑testing is possible by comparing the goodness of fit between alternative models that reflect different hypotheses about the relationships (Step #5).
     An example might be helpful to show how the method deals with the error of prediction problem.  Comprehension and prediction are increased when the number and complexity of mathematical formulas are decreased.  Suppose that over a 75 year period a correlation of 0.56 was found between the number of babies born each year and the amount of money spent on highway construction.  Further assume a negative correlation of ‑.36 was found between the number of goats sold and babies born, and the number of goats sold correlated with amount of money spent on highway construction was ‑.48.  Such a set of correlations does not seem to "make sense" until it is found that they are all related to the "state of the economy".  Our understanding and predictive capabilities are increased by "reducing" the number of variables.  The two‑group design does not foster the search of these extraneous but related variables.  Nor does it contain within it a method for reducing the number of "explaining" variables.
  Deficit of the Design

     The lack of internal validity remains as a major flaw in this design.  The researcher cannot be sure whether the resulting effect was due to the independent variable (statement or formula used for prediction) or whether it might have resulted from some confounding variable.  The example given above was the history and maturation.
Comparison of the two Methods
     How do the two models meet the requirements of a scientific methodology? Table I presents a grid with the two methods at the tops of the columns and the characteristics of the scientific method down the side with statements
 
  Table I.  Comparison of the method of Randomized Groups and Multivariate Designs (including SEM).
	 
	Randomized Groups Designs
	Multiple Regression Designs

	Internal Validity
	yes
	  weak

	External Validity
	no
	  weak

	Predictability
	no
	yes

	(Generalizability)
	no
	yes

	Confounding Variables
	no
	yes

	Alternative Hypothesis
	weak
	yes



     The trade off of the two methods is the following: the MR model has weak internal validity for stronger external validity while the RG model has strong internal validity with unknown external validity.  The MR model allows two important tests: (1) comparison to alternative hypothesis and (2) comparison to 100% predictability.  Both of these are important to the relationship to the criterion of science.
     The randomized groups method is strong in the category of internal validity while sacrificing all of the other requirements of science except the alternative hypothesis test where it is weak.  While the multiple regression (MR) design is weak in both internal validity and external validity is strong in all other areas.  Further, the MR model fosters developments so that in the long run it will overcome both internal and external validity.   
     It is the task of science to identify and separate out the confounding variables not randomize them so that we keep ourselves ignorant.  Not only does it require information about which variables they are but also their effect on the outcome.  How much of the total variance of the outcome do they impact? It is knowledge of these effects that will first help us to eliminate internal validity errors and later approach perfect predictability.  This method fosters the development of science in that it impacts on all six of the step of the scientific method.
     The following is an assessment of the two methods in their ability to meet the six steps of scientific investigation.
     Step #1.  When multiple regression is used a model of the formula can be generated by using the beta weights.  In the same way weights can be used in logit models.  These weights can be assessed directly in the empirical test.  However, with the randomized groups method the amount of the independent variable is rarely measured and consequently the amount is unknown.
     Step #2.  There is nothing in either of the methods that is particularly helpful or lacking in this step.

     Step #3.  Since all relevant variables must be included in the final test of the MR design they are more likely to be known to the investigator.  Furthermore, their relationships are tested so that past experiments will have indicated their hierarchical relationship so that only relevant variables need to be selected.
     Step #4.  Since errors of measurement will reduce predictability measurement will be improved in such a program.  This will further improve precision.  In the RG method the predictor variables (independent variables) are rarely measured or assessed.
     Step #5.  This is the real test of the theory.  The two‑group design does not meet the requirements of science because it: (1) does not meet the minimal requirement of predictability across situations; (2) does not meet the more stringent requirement of comparing predictability against 100% of reducing the number and complexity of formulas.  Although the latter could be done using the two‑group design ‑ the design does not foster the reduction.
  
     The MR model identifies and measures amount of treatment, control and outcome variables, followed by an assessment of the level of prediction.  This is accomplished in the MR model and not tested in the RG model.
     Step #6.  This step is concerned with alternative and/or simpler explanations.  Both models accomplish this step.  However, in the RG model and amount of difference between two competing theories is unknown, the difference is known in the MR model.  Since the difference is known in the MR model, and since the variables are all assessed there is a check on internal and external validity in this step.
     Furthermore, the model simplification is built into the statistics of the MR model.  For example, in both multiple regression and LISREL there are methods of adding and eliminating variables to note their effect.  Consequently, simpler formulas can easily be assessed.  If fact they are assessed as part of the experimental process.


An Example from Mars

A Fable

A Martian comes to earth to do a study of People.  She notices that these People gather in “clumps” (that is Martian for towns and cities).  She notices that People sometimes run up and down the streets in these clumps – she calls the running People Joggers (what a coincidence).  She wonders why they do that since they don’t seem to be going anywhere in particular like the other People seem to be.  She notices that there are often flowers where these joggers go and decides maybe that is it.  She sets up a data table like this.


	number flowers
	number joggers
	Temperature
	Month

	0
	0
	1
	jan

	0
	1
	4
	jan

	0
	0
	6
	jan

	30
	2
	19
	jan

	50
	7
	21
	feb

	50
	12
	20
	feb

	50
	15
	26
	feb

	50
	12
	24
	feb

	300
	19
	42
	mar

	305
	20
	45
	mar

	308
	23
	47
	mar

	309
	20
	45
	mar

	4000
	49
	65
	apr

	4021
	50
	66
	apr

	4000
	53
	67
	apr

	4078
	50
	68
	apr

	4030
	101
	72
	may

	4000
	108
	73
	may

	4016
	156
	70
	may

	4000
	104
	72
	may

	4500
	199
	93
	jun

	4545
	200
	94
	jun

	4500
	223
	92
	jun

	4599
	200
	96
	jun

	4004
	245
	94
	jul

	4000
	207
	90
	jul

	4043
	200
	90
	jul

	4000
	203
	93
	jul

	3500
	150
	86
	aug

	3500
	150
	86
	aug

	3500
	150
	86
	aug

	3567
	150
	86
	aug

	2030
	100
	84
	sep

	2032
	106
	83
	sep

	2023
	100
	82
	sep

	2000
	102
	83
	sep

	1500
	100
	76
	oct

	1500
	99
	76
	oct

	1500
	100
	76
	oct

	1543
	89
	76
	oct

	402
	50
	53
	nov

	460
	55
	51
	nov

	400
	50
	49
	nov

	400
	54
	46
	nov

	300
	31
	53
	dec

	300
	25
	40
	dec

	304
	23
	28
	dec

	300
	25
	34
	dec



[We will pretend that she did not gather the temperature data here.  Save space.]
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Correlation
	Pearson's Correlations 

	Variable 
	  
	flowers 
	joggers 
	temp 

	1. flowers 
	
	Pearson's r 
	
	— 
	
	
	
	
	

	
	
	p-value 
	
	— 
	
	  
	
	  
	

	2. joggers 
	
	Pearson's r 
	
	0.818 
	
	— 
	
	
	

	
	
	p-value 
	
	< .001 
	
	— 
	
	  
	

	3. temp 
	
	Pearson's r 
	
	0.824 
	
	0.880 
	
	— 
	

	
	
	p-value 
	
	< .001 
	
	< .001 
	
	— 
	

	


 
[Nor have the temperature correlations here.]
· She finds a correlation of .81 accounting for .66% of the variance.  Takes these data and presents at the “Mars Research on the Activities of the Earth People.”   At the conference guy announces: “You dummy it is probably the outside temperature that is causing both.  You should be banned from MRAEP.”   [Those male Martians have a way with words.]   She goes back to Earth and collects additional data.
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Linear Regression
	Model Summary – joggers 

	Model 
	R 
	R² 
	Adjusted R² 
	RMSE 
	R² Change 
	F Change 
	df1 
	df2 
	p 

	H₀ 
	
	0.000 
	
	0.000 
	
	0.000 
	
	71.539 
	
	0.000 
	
	
	
	0 
	
	47 
	
	  
	

	H₁ 
	
	0.895 
	
	0.801 
	
	0.792 
	
	32.595 
	
	0.801 
	
	90.704 
	
	2 
	
	45 
	
	< .001 
	

	


 
	ANOVA 

	Model 
	  
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 

	H₁ 
	
	Regression 
	
	192728.616 
	
	2 
	
	96364.308 
	
	90.704 
	
	< .001 
	

	  
	
	Residual 
	
	47808.384 
	
	45 
	
	1062.409 
	
	
	
	  
	

	  
	
	Total 
	
	240537.000 
	
	47 
	
	
	
	
	
	  
	

	

	Note.  The intercept model is omitted, as no meaningful information can be shown. 


 
	Coefficients 

	Model 
	  
	Unstandardized 
	Standard Error 
	Standardized 
	t 
	p 

	H₀ 
	
	(Intercept) 
	
	87.250 
	
	10.326 
	
	
	
	8.450 
	
	< .001 
	

	H₁ 
	
	(Intercept) 
	
	-38.623 
	
	12.872 
	
	
	
	-3.001 
	
	0.004 
	

	  
	
	flowers 
	
	0.012 
	
	0.005 
	
	0.290 
	
	2.470 
	
	0.017 
	

	  
	
	temp 
	
	1.669 
	
	0.306 
	
	0.641 
	
	5.459 
	
	< .001 
	

	


 
	Descriptives 

	  
	N 
	Mean 
	SD 
	SE 

	joggers 
	
	48 
	
	87.250 
	
	71.539 
	
	10.326 
	

	flowers 
	
	48 
	
	2059.354 
	
	1778.566 
	
	256.714 
	

	temp 
	
	48 
	
	61.021 
	
	27.469 
	
	3.965 
	

	


 
	Part And Partial Correlations 

	Model 
	  
	Partial 
	Part 

	H₁ 
	
	flowers 
	
	0.345 
	
	0.164 
	

	  
	
	temp 
	
	0.631 
	
	0.363 
	

	

	Note.  The intercept model is omitted, as no meaningful information can be shown. 



	· The critic was right.  The outdoor temperature assessed by the part correlation (unique variance) of the outdoor temperature is .88 accounting for 77% of the variance.  However, the part correlations indicate that when they are entered together the temperature  part correlation is .36 (accounting for 13% of the variance and the part correlation for flowers is still significant at .16 and accounting for 3% of the variacne.  So the flowers still have potential effect.  However, she thinks that there might be other influences.






[image: ]
· But Wait!  Maybe joggers cause flowers.
· We changed the flowers to the dependent variable
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Correlation
	Pearson's Correlations 

	Variable 
	  
	flowers 
	joggers 
	temp 

	1. flowers 
	
	Pearson's r 
	
	— 
	
	
	
	
	

	
	
	p-value 
	
	— 
	
	  
	
	  
	

	2. joggers 
	
	Pearson's r 
	
	0.818 
	
	— 
	
	
	

	
	
	p-value 
	
	< .001 
	
	— 
	
	  
	

	3. temp 
	
	Pearson's r 
	
	0.824 
	
	0.880 
	
	— 
	

	
	
	p-value 
	
	< .001 
	
	< .001 
	
	— 
	

	



Linear Regression
	Model Summary - flowers 

	Model 
	R 
	R² 
	Adjusted R² 
	RMSE 
	R² Change 
	F Change 
	df1 
	df2 
	p 

	H₀ 
	
	0.000 
	
	0.000 
	
	0.000 
	
	1778.566 
	
	0.000 
	
	
	
	0 
	
	47 
	
	  
	

	H₁ 
	
	0.847 
	
	0.718 
	
	0.705 
	
	965.541 
	
	0.718 
	
	57.238 
	
	2 
	
	45 
	
	< .001 
	

	


 
	ANOVA 

	Model 
	  
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 

	H₁ 
	
	Regression 
	
	1.067e +8 
	
	2 
	
	5.336e +7 
	
	57.238 
	
	< .001 
	

	  
	
	Residual 
	
	4.195e +7 
	
	45 
	
	932269.754 
	
	
	
	  
	

	  
	
	Total 
	
	1.487e +8 
	
	47 
	
	
	
	
	
	  
	

	

	Note.  The intercept model is omitted, as no meaningful information can be shown. 


 
	Coefficients 

	Model 
	  
	Unstandardized 
	Standard Error 
	Standardized 
	t 
	p 

	H₀ 
	
	(Intercept) 
	
	2059.354 
	
	256.714 
	
	
	
	8.022 
	
	< .001 
	

	H₁ 
	
	(Intercept) 
	
	-659.500 
	
	405.964 
	
	
	
	-1.625 
	
	0.111 
	

	  
	
	joggers 
	
	10.234 
	
	4.144 
	
	0.412 
	
	2.470 
	
	0.017 
	

	  
	
	temp 
	
	29.923 
	
	10.792 
	
	0.462 
	
	2.773 
	
	0.008 
	

	


 
	Descriptives 

	  
	N 
	Mean 
	SD 
	SE 

	flowers 
	
	48 
	
	2059.354 
	
	1778.566 
	
	256.714 
	

	joggers 
	
	48 
	
	87.250 
	
	71.539 
	
	10.326 
	

	temp 
	
	48 
	
	61.021 
	
	27.469 
	
	3.965 
	

	


 
	Part And Partial Correlations 

	Model 
	  
	Partial 
	Part 

	H₁ 
	
	joggers 
	
	0.345 
	
	0.196 
	

	  
	
	temp 
	
	0.382 
	
	0.220 
	

	

	Note.  The intercept model is omitted, as no meaningful information can be shown. 



· Only the part correlations are of interest here.  Total variance accounted for by both variables is72% (multiple correlation is .85. In this instance we see that both temperature and joggers cause more flowers.  However, to get at the real cause we probably need more data in both cases.  It is probably sunlight that causes both the temperature and the flowers.  However, the flowers were probably planted by some other person (not joggers – but maybe).  Further, the planter probably planted the flowers for himself/herself to enjoy but also for other people to enjoy and here we have joggers.  Temp part correlation is .22 (5%) and joggers is .20 (4%).  



[image: ]
Hummm……
HOWEVER:

When the people who planted the flowers were asked why they planted them the responses were varied.  Some said that they enjoyed the process of gardening.  Some said so that people going by can enjoy them.  So in this latter sense the joggers did cause the flowers to be planted through a mediating variable of the planter.
When the joggers were asked why they were jogging their answers were variad.  Some said for health reasons.  And addtionally to shape their body and look good.  When asked “why here?” they said it was pleasant with the trees and flowers.
So her research was not complete there were many other “3rd” variables that could be causal.  Or part of the combination of causal variables.

3rd variable problem external validity (also see assumptions GLM)

	simple corr
	simple sig
	var name
	part sig
	Part Corr
	mult r

	1.000
	 
	produtiv
	 
	 
	0.87

	.314
	.000
	enjoy
	.585
	.017
	 

	.488
	.000
	fgood
	.746
	.010
	 

	.530
	.000
	worth
	.006
	.088
	 

	.013
	.397
	fearful
	.262
	.036
	 

	.042
	.202
	angry
	.860
	.006
	 

	.016
	.373
	tense
	.946
	-.002
	 

	.039
	.220
	shy
	.999
	.000
	 

	-.083
	.050
	wornout
	.080
	.056
	 

	.333
	.000
	fitin
	.680
	-.013
	 

	.355
	.000
	approve
	.138
	.048
	 

	.314
	.000
	should
	.966
	.001
	 

	.339
	.000
	finished
	.185
	.043
	 

	.069
	.088
	changed
	.763
	-.010
	 

	-.163
	.001
	sad
	.568
	.018
	 

	-.093
	.033
	confuse
	.989
	.000
	 

	-.304
	.000
	bored
	.019
	-.076
	 

	.040
	.214
	hurtsel
	.790
	-.009
	 

	.279
	.000
	say
	.568
	.018
	 

	.107
	.018
	jealous
	.124
	.049
	 

	-.059
	.121
	sleep
	.220
	-.039
	 

	.364
	.000
	fun
	.913
	-.004
	 

	.131
	.005
	alcohol
	.757
	-.010
	 

	.068
	.089
	drugs
	.707
	-.012
	 

	.498
	.000
	lively
	.168
	.044
	 

	-.143
	.002
	lonely
	.827
	-.007
	 

	-.018
	.361
	insecure
	.285
	.034
	 

	-.057
	.130
	worried
	.425
	.026
	 

	.062
	.112
	sorry
	.632
	-.015
	 

	.428
	.000
	outgoing
	.320
	.032
	 

	.156
	.001
	forced
	.462
	.024
	 

	.215
	.000
	advantge
	.052
	.062
	 

	.307
	.000
	copertiv
	.012
	.081
	 

	.156
	.001
	punised
	.538
	.020
	 

	.072
	.079
	suspicis
	.513
	-.021
	 

	.193
	.000
	satisfid
	.358
	.029
	 

	.359
	.000
	necesits
	.865
	.005
	 

	.160
	.001
	fair
	.318
	-.032
	 

	.469
	.000
	ambitous
	.009
	.084
	 

	.154
	.001
	couteous
	.120
	-.050
	 

	.407
	.000
	cretive
	.384
	-.028
	 

	.224
	.000
	loyal
	.026
	.072
	 

	.368
	.000
	hands
	.169
	.044
	 

	.093
	.034
	diferent
	.295
	.034
	 

	.330
	.000
	solving
	.274
	.035
	 

	.367
	.000
	steady
	.094
	-.054
	 

	.411
	.000
	health
	.055
	.062
	 

	.125
	.007
	trust
	.347
	-.030
	 

	.120
	.009
	intelign
	.001
	-.111
	 

	.141
	.003
	kind
	.157
	-.045
	 

	.491
	.000
	busy
	.055
	.062
	 

	.335
	.000
	sucesful
	.800
	.008
	 

	.242
	.000
	charm
	.376
	.028
	 

	.118
	.010
	touched
	.700
	-.012
	 

	.355
	.000
	charge
	.218
	-.040
	 

	-.052
	.151
	grudge
	.123
	-.049
	 

	.285
	.000
	courage
	.408
	-.027
	 

	.449
	.000
	future
	.237
	.038
	 

	.079
	.060
	hitpeole
	.443
	-.025
	 

	.220
	.000
	lkwork
	.673
	.014
	 

	.275
	.000
	people
	.014
	-.079
	 

	.111
	.014
	whatdo
	.577
	-.018
	 

	.279
	.000
	dowill
	.869
	-.005
	 

	.221
	.000
	disagree
	.045
	.065
	 

	.186
	.000
	sixsense
	.150
	.046
	 

	.370
	.000
	show
	.313
	.032
	 

	.078
	.062
	law
	.387
	-.028
	 

	.247
	.000
	hconflic
	.217
	.040
	 

	.236
	.000
	body
	.652
	-.014
	 

	.300
	.000
	better
	.338
	.031
	 

	.454
	.000
	purpose
	.876
	.005
	 

	.413
	.000
	arrange
	.557
	-.019
	 

	.331
	.000
	included
	.115
	.051
	 

	.221
	.000
	standup
	.952
	-.002
	 

	.154
	.001
	negative
	.069
	.059
	 

	.231
	.000
	positive
	.766
	.010
	 

	-.116
	.011
	concetrt
	.307
	-.033
	 

	.152
	.001
	behavior
	.249
	.037
	 

	.207
	.000
	gjob
	.329
	-.031
	 

	-.077
	.064
	intefer
	.145
	-.047
	 

	.229
	.000
	gentle
	.682
	.013
	 

	.115
	.012
	money
	.417
	-.026
	 

	.277
	.000
	things
	.334
	.031
	 

	.245
	.000
	ideas
	.459
	.024
	 

	-.120
	.009
	death
	.131
	.048
	 

	.222
	.000
	spur
	.379
	-.028
	 

	.311
	.000
	life
	.044
	.065
	 

	.105
	.019
	paid
	.549
	-.019
	 

	.054
	.143
	punished
	.905
	-.004
	 

	.174
	.000
	help
	.631
	-.015
	 

	.087
	.043
	quit
	.177
	-.043
	 

	.452
	.000
	exciting
	.677
	-.013
	 

	.212
	.000
	likeme
	.651
	.014
	 

	-.003
	.480
	outself
	.632
	.015
	 

	.283
	.000
	positon
	.214
	.040
	 

	.155
	.001
	firm
	.569
	.018
	 

	.095
	.030
	along
	.523
	.020
	 

	.059
	.121
	express
	.044
	-.065
	 

	.156
	.001
	confront
	.606
	.017
	 

	.272
	.000
	resolved
	.496
	-.022
	 

	-.031
	.273
	sptalk
	.058
	-.061
	 

	-.109
	.016
	spconflt
	.264
	-.036
	 

	.016
	.376
	spfee
	.583
	.018
	 

	.011
	.413
	spsupp
	.763
	-.010
	 

	.106
	.018
	spprod
	.304
	.033
	 

	.041
	.211
	spleis
	.851
	-.006
	 

	.043
	.198
	fmtalk
	.651
	.014
	 

	.104
	.020
	fmconflt
	.453
	.024
	 

	.146
	.002
	fmfee
	.113
	.051
	 

	.105
	.019
	fmsupp
	.213
	-.040
	 

	.170
	.000
	fmprod
	.770
	-.009
	 

	.054
	.141
	fmleis
	.853
	-.006
	 

	.059
	.121
	frtalk
	.537
	-.020
	 

	.140
	.003
	frconflt
	.055
	.062
	 

	.127
	.006
	frfee
	.697
	-.012
	 

	.117
	.011
	frsupp
	.914
	.003
	 

	.229
	.000
	frprod
	.445
	.024
	 

	.114
	.012
	frleis
	.905
	-.004
	 

	.082
	.053
	wktalk
	.168
	.044
	 

	.029
	.286
	wkconflt
	.029
	-.070
	 

	.092
	.035
	wkfee
	.770
	-.009
	 

	.058
	.128
	wksupp
	.442
	-.025
	 

	.136
	.004
	wkprod
	.133
	.048
	 

	.076
	.066
	wkleis
	.766
	.010
	 

	.128
	.006
	working
	.909
	-.004
	 

	.043
	.200
	parentng
	.143
	-.047
	 

	-.024
	.318
	comuting
	.973
	.001
	 

	.017
	.370
	sleepng
	.615
	.016
	 

	.015
	.387
	eating
	.082
	.056
	 

	.006
	.456
	reading
	.439
	-.025
	 

	.019
	.356
	studying
	.203
	.041
	 

	.049
	.167
	exercise
	.223
	-.039
	 

	.127
	.006
	shoping
	.001
	.103
	 

	-.027
	.297
	drinking
	.444
	-.025
	 

	-.083
	.051
	relaxing
	.312
	-.032
	 

	-.050
	.163
	loving
	.397
	-.027
	 

	-.098
	.027
	nothing
	.438
	.025
	 

	.060
	.118
	psports
	.923
	.003
	 

	.054
	.144
	obsport
	.180
	.043
	 

	.073
	.074
	religon
	.670
	.014
	 

	.075
	.070
	classes
	.564
	-.018
	 

	.006
	.456
	concerts
	.058
	-.061
	 

	.075
	.070
	servorg
	.544
	-.019
	 

	.077
	.064
	movies
	.048
	.063
	 

	-.015
	.386
	together
	.062
	-.060
	 

	.044
	.193
	counsel
	.736
	.011
	 

	.092
	.034
	pubserv
	.190
	.042
	 

	.013
	.400
	hygiene
	.947
	.002
	 

	.176
	.000
	housewor
	.071
	.058
	 

	.099
	.026
	creating
	.144
	-.047
	 

	.057
	.131
	errands
	.245
	-.037
	 

	.088
	.041
	volunter
	.667
	-.014
	 

	.039
	.219
	driving
	.527
	-.020
	 

	.043
	.197
	dinning
	.182
	.043
	 

	.082
	.053
	housewk
	.649
	.015
	 

	.048
	.174
	tvdrama
	.925
	-.003
	 

	.047
	.178
	tvsport
	.181
	-.043
	 

	.044
	.195
	tvnews
	.738
	.011
	 

	.044
	.195
	tvtalk
	.618
	.016
	 

	-.137
	.003
	ttalk
	.035
	-.068
	 




Liebert article
Need a discussion of why randomized clinical trials cannot be valid because placebo

Chapter 16 Cluster Analysis
Cluster Analysis

Merle Canfield, Ph.D.
3/1/18


The purpose of cluster analysis is to categorize a set of objects, variables, or people by placing them into clusters based on their similarity or differences.  It is a method for developing a taxonomy.  If variables are clustered then it is like factor analysis although there are differences that will be demonstrated below.  In fact, a correlation may used in cluster analysis.

The questionnaire on the next page is used in this cluster analysis example.  Like discriminant function, cluster analysis is a method of grouping individuals, or variables (factor analysis groups variables).  In the first example individuals are clustered and in the second example variables are clustered.  The same set of data is used in both examples.

The difference between discriminant function and cluster analysis is that discriminant function the groups are known and the task is to identify the variables that will predict which group the individual should be assigned to, while in cluster analysis the groups are empirically derived from the variables.
Questionnaire used:
[image: ]
Data file = pssstf16.sav
[image: ]



[image: ]












Chapter 18 MANOVA

This same procedure can be computed by using the MANOVA and the following jobstream computes the coefficient alpha for the the subscale called "affect" in the above problem.

      
[image: ]
Chapter 17 Discriminant Function


Discriminant function

[image: ]



Linear Discriminant Classification
	Linear Discriminant Classification 

	Linear Discriminants 
	Method 
	n(Train) 
	n(Test) 
	Test Accuracy 

	3 
	
	Moment 
	
	313 
	
	78 
	
	0.538 
	

	


 
Data Split
[image: ]
 
	Confusion Matrix 

	
	Predicted 

	  
	  
	0 
	1 
	2 
	3 

	Observed 
	
	0 
	
	0.4 
	
	0 
	
	0.1 
	
	0.01 
	

	
	
	1 
	
	0.05 
	
	0 
	
	0.05 
	
	0.01 
	

	
	
	2 
	
	0.13 
	
	0.01 
	
	0.1 
	
	0.04 
	

	
	
	3 
	
	0.05 
	
	0 
	
	0 
	
	0.04 
	

	
	
	
	
	
	
	
	
	
	
	
	

	


 
54% correct = (.40*100)+(.1*100) + (.04*100)

	Class Proportions 

	  
	Data Set 
	Training Set 
	Test Set 

	0 
	
	0.563 
	
	0.575 
	
	0.513 
	

	1 
	
	0.095 
	
	0.089 
	
	0.115 
	

	2 
	
	0.220 
	
	0.204 
	
	0.282 
	

	3 
	
	0.123 
	
	0.131 
	
	0.090 
	

	











[image: ]
MANOVA

	MANOVA: Pillai Test 

	Cases 
	df 
	Approx. F 
	Trace Pillai 
	Num df 
	Den df 
	p 

	(Intercept) 
	
	1 
	
	87.742 
	
	0.716 
	
	4 
	
	139.000 
	
	< .001 
	

	numbhospD 
	
	1 
	
	6.513 
	
	0.158 
	
	4 
	
	139.000 
	
	< .001 
	

	diagaa 
	
	3 
	
	30.838 
	
	1.400 
	
	12 
	
	423.000 
	
	< .001 
	

	numbhospD ✻ diagaa 
	
	3 
	
	0.820 
	
	0.068 
	
	12 
	
	423.000 
	
	0.630 
	

	Residuals 
	
	142 
	
	
	
	
	
	
	
	
	
	  
	

	


Assumption Checks
	Box's M-test for Homogeneity of Covariance Matrices 

	χ² 
	df 
	p 

	94.955 
	
	70 
	
	0.025 
	

	


ANOVA
	ANOVA: diffAnx 

	Cases 
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 

	(Intercept) 
	
	208.663 
	
	1 
	
	208.663 
	
	270.683 
	
	< .001 
	

	numbhospD 
	
	1.442 
	
	1 
	
	1.442 
	
	1.871 
	
	0.174 
	

	diagaa 
	
	34.489 
	
	3 
	
	11.496 
	
	14.913 
	
	< .001 
	

	numbhospD ✻ diagaa 
	
	0.823 
	
	3 
	
	0.274 
	
	0.356 
	
	0.785 
	

	Residuals 
	
	109.465 
	
	142 
	
	0.771 
	
	
	
	  
	

	


 
	ANOVA: diffBord 

	Cases 
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 

	(Intercept) 
	
	178.760 
	
	1 
	
	178.760 
	
	241.648 
	
	< .001 
	

	numbhospD 
	
	7.925 
	
	1 
	
	7.925 
	
	10.714 
	
	0.001 
	

	diagaa 
	
	9.314 
	
	3 
	
	3.105 
	
	4.197 
	
	0.007 
	

	numbhospD ✻ diagaa 
	
	0.392 
	
	3 
	
	0.131 
	
	0.177 
	
	0.912 
	

	Residuals 
	
	105.045 
	
	142 
	
	0.740 
	
	
	
	  
	

	


 
	ANOVA: diffDep 

	Cases 
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 

	(Intercept) 
	
	165.375 
	
	1 
	
	165.375 
	
	221.571 
	
	< .001 
	

	numbhospD 
	
	0.153 
	
	1 
	
	0.153 
	
	0.205 
	
	0.651 
	

	diagaa 
	
	59.872 
	
	3 
	
	19.957 
	
	26.739 
	
	< .001 
	

	numbhospD ✻ diagaa 
	
	1.615 
	
	3 
	
	0.538 
	
	0.721 
	
	0.541 
	

	Residuals 
	
	105.985 
	
	142 
	
	0.746 
	
	
	
	  
	

	


 
	ANOVA: diffSchiz 

	Cases 
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 

	(Intercept) 
	
	112.667 
	
	1 
	
	112.667 
	
	196.258 
	
	< .001 
	

	numbhospD 
	
	11.516 
	
	1 
	
	11.516 
	
	20.061 
	
	< .001 
	

	diagaa 
	
	37.737 
	
	3 
	
	12.579 
	
	21.912 
	
	< .001 
	

	numbhospD ✻ diagaa 
	
	1.812 
	
	3 
	
	0.604 
	
	1.052 
	
	0.372 
	

	Residuals 
	
	81.519 
	
	142 
	
	0.574 
	
	
	
	  
	

	















Chapter 19 Canonical Correlation
JASP does not have a canonical correlation procedure.  Hopefully in the future.
Chapter 20 Exploratory Factor Analysis

Factor analysis takes a set of correlations and finds a solution such that variables that are correlated together form a factor that is not related to other factors.  It summarizes the correlation matrix.  It can be thought of as reducing the redundancy in a set of correlations.  It is assumed that there is an underlying factor or variable that results in the variables being related.  From a theoretical point of view this is the epitome of taking advantage of chance correlations.  The variables are the manifestations of the underlying factor or variable.
There five general uses of factor analysis as presented here: (1) summarizing data of a correlation matrix, (2) reducing data, (3) constructing tests, (3) building theory (identifying un1qderlying factors), (4) generating Y' for each factor, and (5) selecting a smaller set of variables from a large set.  Some scientists believe that this type of factor analysis can also be used for theory testing ‑‑ it is not presented as such here.  
There may be more problems than advantages: (1) factor naming borders on fiction writing, (2) there is no outside criterion with which to compare the solution, (3) there are an infinite number of solutions of the rotation, (4) there is hardly ever a clear solution of factors ‑‑ there is almost always an overlap of variables, (5) like finding a mean, a solution can almost always be found even when the data are random garbage ‑‑ in combination with the above problems it can become a nightmare.
There are basically four things to do with the print‑out in exploratory factor analysis: (1) determine the number of factors (see the methods below), (2) check the communalities of the variables, (3) identify the variables that make up the factors by noting their correlations with the factors (sort of treating the output like a set of Rorschach cards), and (4) generate Y' for each factor from the factor scores.
There are a number of ways to determine the number of factors ‑‑ here are four of them: (1) theory ‑‑ when the factors make sense (my preferred method, since it is exploratory), (2) eigenvalue greater than one (highly criticized but still used), (3) the scree plot, and (4) successive fits in relation to reproduced correlation matrix (when the residual matrix is small). 




[image: ]

Click on Factor
[image: ]
Click on Exploratory Factor Analysis
[image: ]
Fit measures new with JASP

[image: ]

Path diagram
[image: ]
Scree plot
[image: ]

With parallel method looks like the fit got worse.  There are 6 factors but for the sixth factors no variables loaded greater than .40.
[image: ]
With 5 factors manually selected by investigator.
[image: ]

Actually went up to 8 factors and satisftd, shy, and finished did not load above .40.

Reduced the number of variables and shy showed up satistd still not.  RMSEA still in low .20s.

Notice that Eigenvalues greater than 1 has been selected; Obliques Rotations is selected; factor loadings (component loadings); Factor correlations are selected; path diagram, (new with JASP) and the scree plot is selected.  Eigenvalues greater than one indicates 4 factors and that is what we will use here.


















Chapter 18 MANOVA

COMPARING MORE THAN TWO RELATED GROUPS 
MANOVA
The one-way repeated measures ANOVA (MANOVA) is used to assess if there is a difference in means between 3 or more groups (where the participants are the same in each group). For example, could be that the same participants were tested for an outcome measure at 1, 2 and 3 weeks or that the outcome was tested under conditions 1, 2 and 3 (JASP MANUAL p.88). 
ASSUMPTIONS 
The MANOVA makes the same assumptions as most other parametric tests. 
· The dependent variable should be approximately normally distributed. 
· There should be no significant outliers. 
· No significant outliers 
· Sphericity, which relates to the equality of the variances of the differences between levels of the repeated measures factor. 
· If the assumptions are violated then the non-parametric equivalent, Friedman’s test (F-test) should be considered instead and is described later in this section. 
Step 1: Open Fakedata on JASP
[image: ]
Step 2: Select MANOVA
[image: ]

Step 3: Choose the dependent variables: mAnx, mBord, mdep, and mschiz and Choose your fixed factor: diagn
[image: ]

Step 4: Model section make sure your fixed factor (diagn) is inside the model term box.
Step 5: Advanced options section Check box for the following: Pillai, Anova tables, homogeneity of covariances.
[image: ]


Step 6: Look at your results and Interpret 
The F-statistic is calculated by dividing the mean squares for the variable (variance explained by the model) by its error mean squares (unexplained variance). The larger the F-statistic, the more likely it is that the independent variable will have had a significant effect on the dependent variable (JASP manual). 
[image: ] 
[image: ]Example write up: There is a significant difference between the means of the differences between all the groups. F (df, n) =76.945, p<.001.   
Step 8: Write up Results Examples: 

-In the Write up you include that the results indicate whether there is a significant difference between at least one of the variables. Report F test, df, N and p value for the dependent variables. 
More Example write ups for F-test: 
- Results for an F test analysis of MANOVA indicated there was a significant difference for mAnx, mDep, mBord, and mSchiz F (3, 146) =76.945, p<.001. 
-Results indicate significant main effects for mANx (F (3, 146) = 32.446, p<.001); mDep (F (3, 146) =39.55 , p<.001); 
mBord (F (3, 146)= 24.331, p <.001; and mschiz (F(3, 146)=121.015, p <.001. 
-There was a statistically significant for mAnx (F (df, N) =  32.446 , p<.001).
-There is a significant difference between the means of all groups at a .05 level including for mAnx M=4.6 SD= N=, mDep M= SD= N=, mbord …… 



Running PostHoc on JASP and getting Descriptive Statistics (SD, Mean and N=total). 
Step 1: Select Anova then repeated measure anova 

[image: ]

Step 2: Select your variable mAnx as your dependent variable and diagn as fixed factor (You will run one variable at a time and you will do the same procedure  for each variable). 
[image: ] 


Step 3: Under model, fixed factor diagn needs be in the model terms box and 
Sums of squares is type III. 

Step 4: check the following: 
under assumptions check the homogeneity test box
[image: ]





Step 5: Post Hoc Test check boxes Bonferroni and Standard. 
[image: ]
Step 6: Under Additional Options select Descriptive Stats, estimates of effect size, and eta square. 
[image: ]
Step 7: Results should look like this for mAnx
ANOVA
	ANOVA - mAnx 

	Cases 
	Sum of Squares 
	df 
	Mean Square 
	F 
	p 
	η² 

	diagn 
	
	67.429 
	
	3.000 
	
	22.476 
	
	32.446 
	
	< .001 
	
	0.400 
	

	Residual 
	
	101.138 
	
	146.000 
	
	0.693 
	
	
	
	  
	
	  
	

	

	Note.  Type III Sum of Squares 

	


Post Hoc Tests
	Post Hoc Comparisons - diagn 

	  
	  
	Mean Difference 
	SE 
	t 
	p tukey 
	p bonf 

	anxiety 
	
	borderline 
	
	1.549 
	
	0.195 
	
	7.944 
	
	< .001 
	
	< .001 
	

	  
	
	depression 
	
	1.725 
	
	0.192 
	
	8.973 
	
	< .001 
	
	< .001 
	

	  
	
	schizophrenia 
	
	1.046 
	
	0.189 
	
	5.550 
	
	< .001 
	
	< .001 
	

	borderline 
	
	depression 
	
	0.176 
	
	0.196 
	
	0.896 
	
	0.807 
	
	1.000 
	

	  
	
	schizophrenia 
	
	-0.503 
	
	0.193 
	
	-2.609 
	
	0.049 
	
	0.060 
	

	depression 
	
	schizophrenia 
	
	-0.679 
	
	0.190 
	
	-3.574 
	
	0.003 
	
	 0.003 
	

	



	Descriptives - mAnx 

	diagn 
	Mean 
	SD 
	N 

	anxiety 
	
	4.678 
	
	0.623 
	
	38 
	

	borderline 
	
	3.129 
	
	1.037 
	
	35 
	

	depression 
	
	2.953 
	
	0.761 
	
	37 
	

	schizophrenia 
	
	3.631 
	
	0.868 
	
	40 
	

	


[image: ]











Summary of MANOVA written by Donna Snow, PhD. 

[image: ]
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Chapter 21 SEM Rules Lavaan
	Structural Equation Modeling (SEM) Rules, Definitions and Operations

Most SEM software packages (EQS, AMOS, ONYX, LISREL, MPlus, lavaan and etc.) use the block diagram to represent the generation of models as well as a method the present the results.  The block diagrams can be used first to create a model or theory.  That diagram can then be used to create the equations for testing the model.  The block diagram then represents the structural model to be tested.  EQS, AMOS, and ONYX have graphic interfaces that can be used to create the block diagrams and then generate the syntax the run the programs.   LISREL, MPlus, and lavaan use script to run the programs – one must find other methods to create the block diagrams.    The following are rules for drawing the block diagrams (whether hand drawn or by one of the computer programs).  This was originally written for EQS that was developed Peter Bentler and consequently the references are to one of his original guides.

1.	Variables in the input data file to be analyzed are observed, measured or manifest variables.  They are represented by rectangles in the block diagram.
2.	Hypothetical constructs are unmeasured latent variables, as in factor analysis, and are called factors or latent variables.  They are represented by circles in the block diagram.
3.	Residual variation (error) in measured variables is generated by errors is sometimes represented by the letter, sometimes by a small circle, and sometimes it is just assumed to be there.
4.	Residual variation of unmeasured (latent) variables is generated by errors and is represented by small circles or the letter.
5.	A straight arrow with a single pointer represents casual or directional influence of one variable (either measured or latent).  Any variable (measured or latent) that has a single headed arrow pointing at it is a dependent variable.
6.	An arrow with dual pointers (the arrow can be either curved or straight) represents a correlation or covariation between two variables (it is sometimes not curved -- the dual pointers determine it's nature).  These represent regression coefficients.
7.	All arrows represent parameters of the equation.
8.	Arrows that have asterisks indicate that the parameter is to be estimated (not all programs use this method).
9.	Arrows that have a "1" indicate that the parameter is set to be 1.
10.	Arrows that have a "0" indicate that the parameter is set to be 0.
11.	Arrows that have no symbols indicate that the parameter is set to be 1.
12.	An absence of arrows between two elements (error or variables) indicates that the path is set to 0.
13.	The ratio of sample size to number of free parameters to be estimated may be able to go as low as 5:1 under normal and elliptical theory.
14.	There is one equation for each dependent variable in the system.
15.	A dependent variable is one that is a structured regression function of other variables; it is recognized in a path diagram by having one or more arrows aiming at it.
16.	Every factor or latent independent variable (latent or factor) in the model must have a variance established.
17.	Dependent variables cannot have variances or covariances with other variables as parameters of a structural model.
18.	df = measured variables * (measured variables + 1)/2.
19.	Every unmeasured variable (i.e. factors, measured variable error, and factor error) in a structural model must have its scale determined.  This can always be done by fixing a path from that variable to another variable at some known value (usually 1.0).  An alternative method for determining the scale of an independent unmeasured factor variance is to fix its variance at some known value (usually 1.0).
20.	When the V999 variable is used a /MEANS command is required.
21.	When using the error variance of a variable or a factor to assess the variance accounted for and test such variance with a chi square change by removing an arrow this can be done only with an arrow pointing at the variable being assessed.  The arrow removed must be the only change in the model.
22.	Except for special cases a factor must have at least two variables.
Block Diagram sample model
[image: ]






[image: ]
Mediating Variable Block Model
[image: ]



[image: ]

Labels on a sample block diagram









Chapter 22
Confirmatory Factor Analysis

Structural Equation Modeling (SEM) solves problems in the following three areas:
1.	Confirmatory factor analysis
2.	Tests relationships within systems
a.	test any single relationship within a system -- either measured or latent variables
b.	tests the relationship of any number of independent variable with any number of dependent variables.
c.	tests the effect of intervening variables -- either measured or latent variables
3. Tests any within relationship across systems or groups		
4. Solves multi-trait multi-method analysis


Create a confirmatory model in EFA

[image: ]
[image: ]
[image: ]
I. [image: ]
II. 
[image: ]

Click the + sign 2 time thereby creating 3 Factor windows like below:
[image: ]

The select 4 or 5 variables and put them in the Factor windows like so:
If you get one of these then take a variable that you think some people are reluctant to answer or everybody will answer it the same.
[image: ]

I actually added “lively” to factor 3 rather than taking one out.
[image: ]
The model did not fit.
[image: ]

Use the generated syntax for the next procedures.
# Factors
Factor1 =~ lambda11*enjoy + lambda12*fgood + lambda13*worth + lambda14*fitin + lambda15*approve
Factor2 =~ lambda21*sad + lambda22*confuse + lambda23*useless + lambda24*jealous
Factor3 =~ lambda31*outgoing + lambda32*satisfid + lambda33*sucesful + lambda34*lively
If the model does not fit go the Modification Index

[image: ]
This indicates that if you put “satisfid” on Factor 2 the Model Fit should increase.
I added that to the model and then run the syntax in the SEM program

Factor1 =~ lambda11*enjoy + lambda12*fgood + lambda13*worth + lambda14*fitin + lambda15*approve
Factor2 =~ lambda21*sad + lambda22*confuse + lambda23*useless + lambda24*jealous +
Lambda25*satisfid
Factor3 =~ lambda31*outgoing + lambda32*satisfid + lambda33*sucesful + lambda34*lively

You need to make a change in the procedure for running the JASP.  

[image: ]
You have been running if Factor and now you need to change to SEM.  Take the syntax from the previous run and add “Lambda25*satisfid” to Factor2 as can be seen above.  
[image: ]
[image: ]
And it still did not fit.  And so check Modification Index 
[image: ]

The model still did not fit.  The Modification Indeces then said to ad Satisfid to Factor1.
[image: ]
[image: ]

[image: ]
So now it will be changed to a Structure Model rather than a Confirmatory Factor Model.  The remainder of the handout is to show that factors can be related to each other in the same manner that variable can be relate to each.  There are two major differences: (1) factors are made of variables but can be thought of as variables and (2) in SEM there can be multiple dependent variables (including factors) as well as independent (multiple regression allows multiple independent variable but only one dependent variable).
The above model is generated and tested to show the efficiency of the JASP method of developing confirmatory factor analysis.  The next sections shows how those 3 factors might be related in demonstrating effect of two factor effecting a third that demonstrates the same logic as two variables effecting a third in multiple regression.  One of the examples is fictitious.  In that example there is a relationship between the number of flowers and the number of joggers in a neighborhood (or park).  That if each starting in January and then taking a count each day for one year you would find a correlation between the number of flowers and the number of joggers.  However, if you added the ambieant temperature and computed a multiple regress on the data the amount of variance accounted for by the flowers it would most likely drop and maybe completely overtaken by the temperature.
In this example the 3 factors above are shown to correlate with each other significantly as shown in the figure:Well being

d -.89-.89efficient
unstable























Chapter 23  Creating a CFA from scratch

The purpose of this chapter is to demonstrate modification procedures in lavaan   Whenever a model does not “fit” the researcher should attempt to find a model that does fit so that the next researcher has the benefit of the present data set and hypothesis.
Lavaan allows for a complete set of procedures for SEM the choices are determined by syntax generated by the research and then 3 panels of choices provided.  In this first run simple jobstream does most everything and all of the defaults in the panels are left except that Additional fit measures are checked in the panel “Statistics”   As you may note there are quite a few “default” checks made in the three panels.  Leave those as checked.
The following commands are from Rosseel (creator of the lavaan SEM package).
[image: ]
That is all there are.




So the first run is as follows 
[image: ]
[image: ]
[image: ]

[image: ]
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[image: ]

The problem is that the model does not fit even though the RMSEA seems to indicate that it does fit.  The CFI, NFI, and Chi Square all indicate that it does not fit.


[image: ]
Two methods of improving fit are presented although there are others.  The first is to identify which measured variables might have considerable error.  The .840 for shy is the highest and most different lets see what changes in the model by dropping that.  

Took out shy with little help.  Then took out satisfied and ambitious and got.



	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	0.400 
	

	χ² 
	
	440.372 
	

	Degrees of freedom 
	
	94 
	

	p 
	
	< 0.001 
	

	

	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.890 
	

	Tucker-Lewis Index (TLI) 
	
	0.860 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.860 
	

	Bentler-Bonett Normed Fit Index (NFI) 
	
	0.865 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.678 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.828 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.891 
	

	Relative Noncentrality Index (RNI) 
	
	0.890 
	

	



	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	-15081.831 
	

	Loglikelihood unrestricted model (H1) 
	
	NA 
	

	Number of free parameters 
	
	42 
	

	Akaike (AIC) 
	
	30247.661 
	

	Bayesian (BIC) 
	
	30428.754 
	

	Sample-size adjusted Bayesian (BIC) 
	
	30295.428 
	

	

	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.082 
	

	90 Percent Confidence Interval 
	
	0.074 - 0.090 
	

	p-value RMSEA <= 0.05 
	
	< 0.001 
	

	



	Standardized Root Mean Square Residual 

	  
	Model 

	RMR 
	
	0.178 
	

	RMR (No Mean) 
	
	0.178 
	

	SRMR 
	
	0.065 
	

	

	Other Fit Indices 

	  
	Model 

	Hoelter Critical N (CN) alpha=0.05 
	
	148.182 
	

	Hoelter Critical N (CN) alpha=0.01 
	
	162.160 
	

	Goodness of Fit Index (GFI) 
	
	0.906 
	

	Parsimony Goodness of Fit Index (GFI) 
	
	0.864 
	

	McDonald Fit Index (MFI) 
	
	0.730 
	

	Expected Cross-Validation Index (ECVI) 
	
	0.952 
	

	


Close probably good enough but added modification 

[image: ]

[image: ]
   N  [image: ]
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Chapter 24 Decomposing Models

Using lsqjoy_TKwork.jasp
This handout demonstrates 3 constructs
1. Increasing model fit by adding factors
2. Nested models
3. Comparing models (testing differences)
4. Predicting outcomes
The following is presented to show the effect (prediction, cause, regression, correlation, covariation) of one set of variables on another using SEM.



Run by using the following syntax:
#FIRST RUN   (emo1)
prod1=~busy + dowill + sucesful + steady + produtiv
emo1=~enjoy+fgood+worth+fearful+angry+tense+shy+sad+confuse
prod1=~emo1

[image: ]
Press Ctrl + Enter
lavaan: Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	Δχ² 
	p 

	Saturated 
	
	0 
	
	. 
	
	. 
	
	0.000 
	
	. 
	
	. 
	

	Model 1 
	
	76 
	
	32494.5 
	
	32624.2 
	
	768.415 
	
	768.415 
	
	< 0.001 
	

	



	

Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	prod1 
	
	=~ 
	
	busy 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.169 
	
	0.694 
	
	0.694 
	
	. 
	

	prod1 
	
	=~ 
	
	dowill 
	
	. 
	
	0.490 
	
	0.048 
	
	10.293 
	
	< .001 
	
	0.397 
	
	0.583 
	
	0.573 
	
	0.479 
	
	0.479 
	
	. 
	

	prod1 
	
	=~ 
	
	sucesful 
	
	. 
	
	0.853 
	
	0.065 
	
	13.169 
	
	< .001 
	
	0.726 
	
	0.980 
	
	0.997 
	
	0.642 
	
	0.642 
	
	. 
	

	prod1 
	
	=~ 
	
	steady 
	
	. 
	
	1.024 
	
	0.074 
	
	13.749 
	
	< .001 
	
	0.878 
	
	1.169 
	
	1.196 
	
	0.682 
	
	0.682 
	
	. 
	

	prod1 
	
	=~ 
	
	produtiv 
	
	. 
	
	1.010 
	
	0.079 
	
	12.860 
	
	< .001 
	
	0.856 
	
	1.164 
	
	1.180 
	
	0.622 
	
	0.622 
	
	. 
	

	emo1 
	
	=~ 
	
	enjoy 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.885 
	
	0.485 
	
	0.485 
	
	. 
	

	emo1 
	
	=~ 
	
	fgood 
	
	. 
	
	1.084 
	
	0.106 
	
	10.199 
	
	< .001 
	
	0.875 
	
	1.292 
	
	0.959 
	
	0.572 
	
	0.572 
	
	. 
	

	emo1 
	
	=~ 
	
	worth 
	
	. 
	
	1.056 
	
	0.108 
	
	9.800 
	
	< .001 
	
	0.845 
	
	1.267 
	
	0.935 
	
	0.534 
	
	0.534 
	
	. 
	

	emo1 
	
	=~ 
	
	fearful 
	
	. 
	
	-1.274 
	
	0.113 
	
	-11.292 
	
	< .001 
	
	-1.495 
	
	-1.053 
	
	-1.128 
	
	-0.698 
	
	-0.698 
	
	. 
	

	emo1 
	
	=~ 
	
	angry 
	
	. 
	
	-1.175 
	
	0.108 
	
	-10.860 
	
	< .001 
	
	-1.387 
	
	-0.963 
	
	-1.040 
	
	-0.643 
	
	-0.643 
	
	. 
	

	emo1 
	
	=~ 
	
	tense 
	
	. 
	
	-1.437 
	
	0.127 
	
	-11.279 
	
	< .001 
	
	-1.687 
	
	-1.187 
	
	-1.272 
	
	-0.696 
	
	-0.696 
	
	. 
	

	emo1 
	
	=~ 
	
	shy 
	
	. 
	
	-0.774 
	
	0.091 
	
	-8.505 
	
	< .001 
	
	-0.952 
	
	-0.595 
	
	-0.685 
	
	-0.429 
	
	-0.429 
	
	. 
	

	emo1 
	
	=~ 
	
	sad 
	
	. 
	
	-1.471 
	
	0.127 
	
	-11.567 
	
	< .001 
	
	-1.721 
	
	-1.222 
	
	-1.303 
	
	-0.737 
	
	-0.737 
	
	. 
	

	emo1 
	
	=~ 
	
	confuse 
	
	. 
	
	-1.496 
	
	0.128 
	
	-11.653 
	
	< .001 
	
	-1.748 
	
	-1.245 
	
	-1.325 
	
	-0.750 
	
	-0.750 
	
	. 
	

	prod1 
	
	=~ 
	
	emo1 
	
	. 
	
	0.359 
	
	0.046 
	
	7.771 
	
	< .001 
	
	0.269 
	
	0.450 
	
	0.474 
	
	0.474 
	
	0.474 
	
	. 
	

	busy 
	
	~~ 
	
	busy 
	
	. 
	
	1.468 
	
	0.111 
	
	13.275 
	
	< .001 
	
	1.252 
	
	1.685 
	
	1.468 
	
	0.518 
	
	0.518 
	
	. 
	

	dowill 
	
	~~ 
	
	dowill 
	
	. 
	
	1.100 
	
	0.067 
	
	16.495 
	
	< .001 
	
	0.969 
	
	1.230 
	
	1.100 
	
	0.770 
	
	0.770 
	
	. 
	

	sucesful 
	
	~~ 
	
	sucesful 
	
	. 
	
	1.420 
	
	0.098 
	
	14.454 
	
	< .001 
	
	1.228 
	
	1.613 
	
	1.420 
	
	0.588 
	
	0.588 
	
	. 
	

	steady 
	
	~~ 
	
	steady 
	
	. 
	
	1.647 
	
	0.121 
	
	13.588 
	
	< .001 
	
	1.410 
	
	1.885 
	
	1.647 
	
	0.535 
	
	0.535 
	
	. 
	

	produtiv 
	
	~~ 
	
	produtiv 
	
	. 
	
	2.207 
	
	0.149 
	
	14.805 
	
	< .001 
	
	1.915 
	
	2.500 
	
	2.207 
	
	0.613 
	
	0.613 
	
	. 
	

	enjoy 
	
	~~ 
	
	enjoy 
	
	. 
	
	2.555 
	
	0.149 
	
	17.146 
	
	< .001 
	
	2.263 
	
	2.847 
	
	2.555 
	
	0.765 
	
	0.765 
	
	. 
	

	fgood 
	
	~~ 
	
	fgood 
	
	. 
	
	1.893 
	
	0.114 
	
	16.660 
	
	< .001 
	
	1.670 
	
	2.116 
	
	1.893 
	
	0.673 
	
	0.673 
	
	. 
	

	worth 
	
	~~ 
	
	worth 
	
	. 
	
	2.193 
	
	0.130 
	
	16.897 
	
	< .001 
	
	1.939 
	
	2.448 
	
	2.193 
	
	0.715 
	
	0.715 
	
	. 
	

	fearful 
	
	~~ 
	
	fearful 
	
	. 
	
	1.340 
	
	0.087 
	
	15.396 
	
	< .001 
	
	1.170 
	
	1.511 
	
	1.340 
	
	0.513 
	
	0.513 
	
	. 
	

	angry 
	
	~~ 
	
	angry 
	
	. 
	
	1.531 
	
	0.095 
	
	16.060 
	
	< .001 
	
	1.344 
	
	1.718 
	
	1.531 
	
	0.586 
	
	0.586 
	
	. 
	

	tense 
	
	~~ 
	
	tense 
	
	. 
	
	1.722 
	
	0.112 
	
	15.421 
	
	< .001 
	
	1.503 
	
	1.941 
	
	1.722 
	
	0.515 
	
	0.515 
	
	. 
	

	shy 
	
	~~ 
	
	shy 
	
	. 
	
	2.079 
	
	0.120 
	
	17.365 
	
	< .001 
	
	1.844 
	
	2.313 
	
	2.079 
	
	0.816 
	
	0.816 
	
	. 
	

	sad 
	
	~~ 
	
	sad 
	
	. 
	
	1.428 
	
	0.097 
	
	14.740 
	
	< .001 
	
	1.238 
	
	1.617 
	
	1.428 
	
	0.457 
	
	0.457 
	
	. 
	

	confuse 
	
	~~ 
	
	confuse 
	
	. 
	
	1.364 
	
	0.094 
	
	14.473 
	
	< .001 
	
	1.180 
	
	1.549 
	
	1.364 
	
	0.437 
	
	0.437 
	
	. 
	

	prod1 
	
	~~ 
	
	prod1 
	
	. 
	
	1.365 
	
	0.154 
	
	8.861 
	
	< .001 
	
	1.063 
	
	1.668 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	emo1 
	
	~~ 
	
	emo1 
	
	. 
	
	0.608 
	
	0.101 
	
	6.030 
	
	< .001 
	
	0.410 
	
	0.805 
	
	0.775 
	
	0.775 
	
	0.775 
	
	. 
	

	

	



	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	0.595 
	

	χ² 
	
	768.415 
	

	Degrees of freedom 
	
	76 
	

	p 
	
	< 0.001 
	

	

	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.784 
	

	Tucker-Lewis Index (TLI) 
	
	0.741 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.741 
	

	 Bentler-Bonett Normed Fit Index (NFI) 
	
	0.766 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.640 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.720 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.785 
	

	Relative Noncentrality Index (RNI) 
	
	0.784 
	

	



	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	-16218.272 
	

	Loglikelihood unrestricted model (H1) 
	
	-15834.065 
	

	Number of free parameters 
	
	29 
	

	Akaike (AIC) 
	
	32494.545 
	

	Bayesian (BIC) 
	
	32624.198 
	

	Sample-size adjusted Bayesian (BIC) 
	
	32532.124 
	

	

	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.119 
	

	90 Percent Confidence Interval 
	
	0.111 - 0.126 
	

	p-value RMSEA <= 0.05 
	
	< 0.001 
	

	



	Standardized Root Mean Square Residual 

	  
	Model 

	RMR 
	
	0.292 
	

	RMR (No Mean) 
	
	0.292 
	

	SRMR 
	
	0.099 
	

	

	Other Fit Indices 

	  
	Model 

	Hoelter Critical N (CN) alpha=0.05 
	
	82.842 
	

	Hoelter Critical N (CN) alpha=0.01 
	
	91.444 
	

	Goodness of Fit Index (GFI) 
	
	0.836 
	

	Parsimony Goodness of Fit Index (GFI) 
	
	0.773 
	

	McDonald Fit Index (MFI) 
	
	0.585 
	

	Expected Cross-Validation Index (ECVI) 
	
	1.279 
	

	




[image: ]
For the next run use the following syntax:
#SECOND RUN   (EMO2)
prod1=~busy + dowill + sucesful + steady + produtiv
emo1=~enjoy+fgood+worth
emo2=~fearful+angry+tense
emo3=~shy+sad+confuse
prod1~emo1+emo2+emo3
emo1~~emo2
emo1~~emo3
emo2~~emo3
Results
lavaan: Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	Δχ² 
	p 

	Saturated 
	
	0 
	
	. 
	
	. 
	
	0.000 
	
	. 
	
	. 
	

	Model 1 
	
	71 
	
	32065.3 
	
	32217.3 
	
	329.162 
	
	329.162 
	
	< 0.001 
	

	



	

Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	prod1 
	
	=~ 
	
	busy 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.129 
	
	0.671 
	
	0.671 
	
	. 
	

	prod1 
	
	=~ 
	
	dowill 
	
	. 
	
	0.500 
	
	0.049 
	
	10.208 
	
	< .001 
	
	0.404 
	
	0.597 
	
	0.565 
	
	0.473 
	
	0.473 
	
	. 
	

	prod1 
	
	=~ 
	
	sucesful 
	
	. 
	
	0.876 
	
	0.067 
	
	13.135 
	
	< .001 
	
	0.746 
	
	1.007 
	
	0.989 
	
	0.637 
	
	0.637 
	
	. 
	

	prod1 
	
	=~ 
	
	steady 
	
	. 
	
	1.013 
	
	0.076 
	
	13.371 
	
	< .001 
	
	0.865 
	
	1.162 
	
	1.144 
	
	0.652 
	
	0.652 
	
	. 
	

	prod1 
	
	=~ 
	
	produtiv 
	
	. 
	
	1.137 
	
	0.083 
	
	13.743 
	
	< .001 
	
	0.975 
	
	1.299 
	
	1.284 
	
	0.677 
	
	0.677 
	
	. 
	

	emo1 
	
	=~ 
	
	enjoy 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.974 
	
	0.533 
	
	0.533 
	
	. 
	

	emo1 
	
	=~ 
	
	fgood 
	
	. 
	
	1.404 
	
	0.110 
	
	12.755 
	
	< .001 
	
	1.188 
	
	1.620 
	
	1.368 
	
	0.816 
	
	0.816 
	
	. 
	

	emo1 
	
	=~ 
	
	worth 
	
	. 
	
	1.429 
	
	0.113 
	
	12.676 
	
	< .001 
	
	1.208 
	
	1.650 
	
	1.392 
	
	0.795 
	
	0.795 
	
	. 
	

	emo2 
	
	=~ 
	
	fearful 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.200 
	
	0.742 
	
	0.742 
	
	. 
	

	emo2 
	
	=~ 
	
	angry 
	
	. 
	
	0.957 
	
	0.058 
	
	16.461 
	
	< .001 
	
	0.843 
	
	1.071 
	
	1.149 
	
	0.711 
	
	0.711 
	
	. 
	

	emo2 
	
	=~ 
	
	tense 
	
	. 
	
	1.167 
	
	0.066 
	
	17.566 
	
	< .001 
	
	1.037 
	
	1.297 
	
	1.400 
	
	0.766 
	
	0.766 
	
	. 
	

	emo3 
	
	=~ 
	
	shy 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.698 
	
	0.437 
	
	0.437 
	
	. 
	

	emo3 
	
	=~ 
	
	sad 
	
	. 
	
	1.946 
	
	0.188 
	
	10.372 
	
	< .001 
	
	1.579 
	
	2.314 
	
	1.358 
	
	0.768 
	
	0.768 
	
	. 
	

	emo3 
	
	=~ 
	
	confuse 
	
	. 
	
	1.978 
	
	0.190 
	
	10.421 
	
	< .001 
	
	1.606 
	
	2.350 
	
	1.380 
	
	0.781 
	
	0.781 
	
	. 
	

	prod1 
	
	~ 
	
	emo1 
	
	. 
	
	0.664 
	
	0.096 
	
	6.945 
	
	< .001 
	
	0.476 
	
	0.851 
	
	0.573 
	
	0.573 
	
	0.573 
	
	. 
	

	prod1 
	
	~ 
	
	emo2 
	
	. 
	
	0.618 
	
	0.177 
	
	3.490 
	
	< .001 
	
	0.271 
	
	0.966 
	
	0.657 
	
	0.657 
	
	0.657 
	
	. 
	

	prod1 
	
	~ 
	
	emo3 
	
	. 
	
	-1.150 
	
	0.348 
	
	-3.308 
	
	< .001 
	
	-1.832 
	
	-0.469 
	
	-0.711 
	
	-0.711 
	
	-0.711 
	
	. 
	

	emo1 
	
	~~ 
	
	emo2 
	
	. 
	
	-0.594 
	
	0.077 
	
	-7.756 
	
	< .001 
	
	-0.744 
	
	-0.444 
	
	-0.508 
	
	-0.508 
	
	-0.508 
	
	. 
	

	emo1 
	
	~~ 
	
	emo3 
	
	. 
	
	-0.414 
	
	0.059 
	
	-7.048 
	
	< .001 
	
	-0.529 
	
	-0.299 
	
	-0.609 
	
	-0.609 
	
	-0.609 
	
	. 
	

	emo2 
	
	~~ 
	
	emo3 
	
	. 
	
	0.739 
	
	0.085 
	
	8.660 
	
	< .001 
	
	0.572 
	
	0.906 
	
	0.883 
	
	0.883 
	
	0.883 
	
	. 
	

	busy 
	
	~~ 
	
	busy 
	
	. 
	
	1.560 
	
	0.109 
	
	14.258 
	
	< .001 
	
	1.345 
	
	1.774 
	
	1.560 
	
	0.550 
	
	0.550 
	
	. 
	

	dowill 
	
	~~ 
	
	dowill 
	
	. 
	
	1.108 
	
	0.066 
	
	16.681 
	
	< .001 
	
	0.978 
	
	1.238 
	
	1.108 
	
	0.776 
	
	0.776 
	
	. 
	

	sucesful 
	
	~~ 
	
	sucesful 
	
	. 
	
	1.434 
	
	0.096 
	
	14.879 
	
	< .001 
	
	1.246 
	
	1.623 
	
	1.434 
	
	0.594 
	
	0.594 
	
	. 
	

	steady 
	
	~~ 
	
	steady 
	
	. 
	
	1.770 
	
	0.121 
	
	14.618 
	
	< .001 
	
	1.533 
	
	2.007 
	
	1.770 
	
	0.575 
	
	0.575 
	
	. 
	

	produtiv 
	
	~~ 
	
	produtiv 
	
	. 
	
	1.953 
	
	0.138 
	
	14.134 
	
	< .001 
	
	1.682 
	
	2.223 
	
	1.953 
	
	0.542 
	
	0.542 
	
	. 
	

	enjoy 
	
	~~ 
	
	enjoy 
	
	. 
	
	2.390 
	
	0.145 
	
	16.524 
	
	< .001 
	
	2.107 
	
	2.674 
	
	2.390 
	
	0.716 
	
	0.716 
	
	. 
	

	fgood 
	
	~~ 
	
	fgood 
	
	. 
	
	0.942 
	
	0.093 
	
	10.175 
	
	< .001 
	
	0.760 
	
	1.123 
	
	0.942 
	
	0.335 
	
	0.335 
	
	. 
	

	worth 
	
	~~ 
	
	worth 
	
	. 
	
	1.129 
	
	0.101 
	
	11.133 
	
	< .001 
	
	0.931 
	
	1.328 
	
	1.129 
	
	0.368 
	
	0.368 
	
	. 
	

	fearful 
	
	~~ 
	
	fearful 
	
	. 
	
	1.173 
	
	0.086 
	
	13.600 
	
	< .001 
	
	1.004 
	
	1.342 
	
	1.173 
	
	0.449 
	
	0.449 
	
	. 
	

	angry 
	
	~~ 
	
	angry 
	
	. 
	
	1.294 
	
	0.090 
	
	14.367 
	
	< .001 
	
	1.117 
	
	1.470 
	
	1.294 
	
	0.495 
	
	0.495 
	
	. 
	

	tense 
	
	~~ 
	
	tense 
	
	. 
	
	1.381 
	
	0.107 
	
	12.888 
	
	< .001 
	
	1.171 
	
	1.591 
	
	1.381 
	
	0.413 
	
	0.413 
	
	. 
	

	shy 
	
	~~ 
	
	shy 
	
	. 
	
	2.062 
	
	0.120 
	
	17.205 
	
	< .001 
	
	1.827 
	
	2.296 
	
	2.062 
	
	0.809 
	
	0.809 
	
	. 
	

	sad 
	
	~~ 
	
	sad 
	
	. 
	
	1.281 
	
	0.099 
	
	12.893 
	
	< .001 
	
	1.086 
	
	1.476 
	
	1.281 
	
	0.410 
	
	0.410 
	
	. 
	

	confuse 
	
	~~ 
	
	confuse 
	
	. 
	
	1.216 
	
	0.098 
	
	12.390 
	
	< .001 
	
	1.023 
	
	1.408 
	
	1.216 
	
	0.390 
	
	0.390 
	
	. 
	

	prod1 
	
	~~ 
	
	prod1 
	
	. 
	
	0.569 
	
	0.095 
	
	6.003 
	
	< .001 
	
	0.383 
	
	0.755 
	
	0.447 
	
	0.447 
	
	0.447 
	
	. 
	

	emo1 
	
	~~ 
	
	emo1 
	
	. 
	
	0.949 
	
	0.142 
	
	6.700 
	
	< .001 
	
	0.672 
	
	1.227 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	emo2 
	
	~~ 
	
	emo2 
	
	. 
	
	1.440 
	
	0.142 
	
	10.167 
	
	< .001 
	
	1.162 
	
	1.717 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	emo3 
	
	~~ 
	
	emo3 
	
	. 
	
	0.487 
	
	0.090 
	
	5.393 
	
	< .001 
	
	0.310 
	
	0.664 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	



	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	0.255 
	

	χ² 
	
	329.162 
	

	Degrees of freedom 
	
	71 
	

	p 
	
	< 0.001 
	

	

	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.919 
	

	Tucker-Lewis Index (TLI) 
	
	0.897 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.897 
	

	Bentler-Bonett Normed Fit Index (NFI) 
	
	0.900 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.702 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.872 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.920 
	

	Relative Noncentrality Index (RNI) 
	
	0.919 
	

	



	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	-15998.646 
	

	Loglikelihood unrestricted model (H1) 
	
	-15834.065 
	

	Number of free parameters 
	
	34 
	

	Akaike (AIC) 
	
	32065.292 
	

	Bayesian (BIC) 
	
	32217.300 
	

	Sample-size adjusted Bayesian (BIC) 
	
	32109.351 
	

	

	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.075 
	

	90 Percent Confidence Interval 
	
	0.067 - 0.083 
	

	p-value RMSEA <= 0.05 
	
	< 0.001 
	

	



	Standardized Root Mean Square Residual 

	  
	Model 

	RMR 
	
	0.179 
	

	RMR (No Mean) 
	
	0.179 
	

	SRMR 
	
	0.062 
	

	

	Other Fit Indices 

	  
	Model 

	Hoelter Critical N (CN) alpha=0.05 
	
	180.908 
	

	Hoelter Critical N (CN) alpha=0.01 
	
	200.438 
	

	Goodness of Fit Index (GFI) 
	
	0.927 
	

	Parsimony Goodness of Fit Index (GFI) 
	
	0.893 
	

	McDonald Fit Index (MFI) 
	
	0.819 
	

	Expected Cross-Validation Index (ECVI) 
	
	0.615 
	

	





[image: ]
The chi square difference between this decomposed model (329.64) and the previous full model (768.415) is 438.774.  The difference in the degrees is 4 (76 – 71).  If you put those numbers in a chi square table you find that the difference is significant at <.001.  So that having 3 factors instead of 1 improves the fit of the model.


Chapter 25
Structure Model using lavaan
Merle Canfield       File=jasp1stStructure.docx

Structure model.  It is structural and not confirmatory because a single headed arrow is pointing from one factor (latent variable) to another.  If that arrow were double headed it would be a confirmatory analysis.  However, because it is a single headed arrow the hypothesis is that people’s relationships will produce affect in the people.  That is, if people help other people (I help arrange thigs to help other people), am included in activities, and talk with friends then I will: feel good, feel worthwhile and not feel angry.  On the other hand if I don’t help people, an not included, and don’t talk with friends then I won’t feel good or worthwhile and will be angry.

[image: ]

[image: ]

Click file
[image: ]

Put the following in a text file:
relate =~ arrange + included + frtalk
affect =~ fgood + worth + angry
affect ~ relate

[image: ]
This is what lavaan starts with.  In AMOS and EQS we (the user) creates something like this:

[image: ]


Allow both Options and Advanced are left to their default values.

Results
lavaan: Structural Equation Modeling
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	



	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	0.025 
	

	χ² 
	
	29.441 
	

	Degrees of freedom 
	
	8 
	

	p 
	
	< 0.001 
	

	

	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.967 
	

	Tucker-Lewis Index (TLI) 
	
	0.938 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.938 
	

	Bentler-Bonett Normed Fit Index (NFI) 
	
	0.956 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.510 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.917 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.968 
	

	Relative Noncentrality Index (RNI) 
	
	0.967 
	

	



	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	-6713.723 
	

	Loglikelihood unrestricted model (H1) 
	
	NA 
	

	Number of free parameters 
	
	13 
	

	Akaike (AIC) 
	
	13453.445 
	

	Bayesian (BIC) 
	
	13510.321 
	

	Sample-size adjusted Bayesian (BIC) 
	
	13469.050 
	

	

	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.068 
	

	90 Percent Confidence Interval 
	
	0.042 - 0.095 
	

	p-value RMSEA <= 0.05 
	
	0.117 
	

	



	Standardized Root Mean Square Residual 

	  
	Model 

	RMR 
	
	0.119 
	

	RMR (No Mean) 
	
	0.119 
	

	SRMR 
	
	0.037 
	

	

	Other Fit Indices 

	  
	Model 

	Hoelter Critical N (CN) alpha=0.05 
	
	310.183 
	

	Hoelter Critical N (CN) alpha=0.01 
	
	401.557 
	

	Goodness of Fit Index (GFI) 
	
	0.984 
	

	Parsimony Goodness of Fit Index (GFI) 
	
	0.957 
	

	McDonald Fit Index (MFI) 
	
	0.982 
	

	Expected Cross-Validation Index (ECVI) 
	
	0.094 
	

	




The diagram below is output from EQS.  Compare the figures above from lavaan to the figures below from EQS.
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Chapter 26  Regression Like 1 (SEM)

handoutRegression1.docx
Canfield
The purpose of this handout is to demonstrate two aspects of SEM: (1) that nested models can be compared to full models, (2) and in this instance to the differences in variance accounted for in the dependent latent variable (factor) when the elements of the model change.  The first change is this model is to drop arrange from the model.
[image: ]
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The amount of variance accounted for in the model is calculated by subtracting .637 (the amount of error variance) from 1 leaving 23% of the variance accounted.  Taking the square root of .363 resulted on an R of .602

Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	Δχ² 
	p 

	Saturated 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	. 
	
	. 
	

	Model 1 
	
	8.000 
	
	. 
	
	. 
	
	12.300 
	
	12.300 
	
	0.138 
	

	



	




Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	relate 
	
	=~ 
	
	arrange 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.679 
	
	0.679 
	
	0.679 
	
	
	

	relate 
	
	=~ 
	
	included 
	
	
	
	0.906 
	
	0.102 
	
	8.863 
	
	< .001 
	
	0.706 
	
	1.106 
	
	0.616 
	
	0.616 
	
	0.616 
	
	
	

	relate 
	
	=~ 
	
	frtalk 
	
	
	
	0.194 
	
	0.084 
	
	2.313 
	
	0.021 
	
	0.030 
	
	0.359 
	
	0.132 
	
	0.132 
	
	0.132 
	
	
	

	affect 
	
	=~ 
	
	fgood 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.823 
	
	0.823 
	
	0.823 
	
	
	

	affect 
	
	=~ 
	
	worth 
	
	
	
	0.929 
	
	0.093 
	
	10.003 
	
	< .001 
	
	0.747 
	
	1.111 
	
	0.764 
	
	0.764 
	
	0.764 
	
	
	

	affect 
	
	=~ 
	
	angry 
	
	
	
	-0.110 
	
	0.051 
	
	-2.152 
	
	0.031 
	
	-0.211 
	
	-0.010 
	
	-0.091 
	
	-0.091 
	
	-0.091 
	
	
	

	affect 
	
	~ 
	
	relate 
	
	
	
	0.729 
	
	0.092 
	
	7.962 
	
	< .001 
	
	0.550 
	
	0.909 
	
	0.602 
	
	0.602 
	
	0.602 
	
	
	

	arrange 
	
	| 
	
	t1 
	
	
	
	-1.565 
	
	0.102 
	
	-15.403 
	
	< .001 
	
	-1.764 
	
	-1.366 
	
	-1.565 
	
	-1.565 
	
	-1.565 
	
	
	

	arrange 
	
	| 
	
	t2 
	
	
	
	-1.161 
	
	0.082 
	
	-14.205 
	
	< .001 
	
	-1.322 
	
	-1.001 
	
	-1.161 
	
	-1.161 
	
	-1.161 
	
	
	

	arrange 
	
	| 
	
	t3 
	
	
	
	-0.764 
	
	0.071 
	
	-10.807 
	
	< .001 
	
	-0.902 
	
	-0.625 
	
	-0.764 
	
	-0.764 
	
	-0.764 
	
	
	

	arrange 
	
	| 
	
	t4 
	
	
	
	-0.656 
	
	0.069 
	
	-9.557 
	
	< .001 
	
	-0.791 
	
	-0.522 
	
	-0.656 
	
	-0.656 
	
	-0.656 
	
	
	

	arrange 
	
	| 
	
	t5 
	
	
	
	-0.164 
	
	0.064 
	
	-2.575 
	
	0.010 
	
	-0.289 
	
	-0.039 
	
	-0.164 
	
	-0.164 
	
	-0.164 
	
	
	

	arrange 
	
	| 
	
	t6 
	
	
	
	0.125 
	
	0.064 
	
	1.969 
	
	0.049 
	
	0.001 
	
	0.250 
	
	0.125 
	
	0.125 
	
	0.125 
	
	
	

	arrange 
	
	| 
	
	t7 
	
	
	
	0.649 
	
	0.069 
	
	9.460 
	
	< .001 
	
	0.514 
	
	0.783 
	
	0.649 
	
	0.649 
	
	0.649 
	
	
	

	arrange 
	
	| 
	
	t8 
	
	
	
	1.344 
	
	0.089 
	
	15.034 
	
	< .001 
	
	1.169 
	
	1.519 
	
	1.344 
	
	1.344 
	
	1.344 
	
	
	

	arrange 
	
	| 
	
	t9 
	
	
	
	1.802 
	
	0.120 
	
	15.075 
	
	< .001 
	
	1.567 
	
	2.036 
	
	1.802 
	
	1.802 
	
	1.802 
	
	
	

	included 
	
	| 
	
	t1 
	
	
	
	-2.318 
	
	0.187 
	
	-12.367 
	
	< .001 
	
	-2.685 
	
	-1.950 
	
	-2.318 
	
	-2.318 
	
	-2.318 
	
	
	

	included 
	
	| 
	
	t2 
	
	
	
	-1.802 
	
	0.120 
	
	-15.075 
	
	< .001 
	
	-2.036 
	
	-1.567 
	
	-1.802 
	
	-1.802 
	
	-1.802 
	
	
	

	included 
	
	| 
	
	t3 
	
	
	
	-1.328 
	
	0.089 
	
	-14.982 
	
	< .001 
	
	-1.502 
	
	-1.154 
	
	-1.328 
	
	-1.328 
	
	-1.328 
	
	
	

	included 
	
	| 
	
	t4 
	
	
	
	-1.227 
	
	0.084 
	
	-14.557 
	
	< .001 
	
	-1.392 
	
	-1.062 
	
	-1.227 
	
	-1.227 
	
	-1.227 
	
	
	

	included 
	
	| 
	
	t5 
	
	
	
	-0.541 
	
	0.067 
	
	-8.085 
	
	< .001 
	
	-0.673 
	
	-0.410 
	
	-0.541 
	
	-0.541 
	
	-0.541 
	
	
	

	included 
	
	| 
	
	t6 
	
	
	
	-0.289 
	
	0.064 
	
	-4.489 
	
	< .001 
	
	-0.416 
	
	-0.163 
	
	-0.289 
	
	-0.289 
	
	-0.289 
	
	
	

	included 
	
	| 
	
	t7 
	
	
	
	0.119 
	
	0.064 
	
	1.868 
	
	0.062 
	
	-0.006 
	
	0.244 
	
	0.119 
	
	0.119 
	
	0.119 
	
	
	

	included 
	
	| 
	
	t8 
	
	
	
	0.881 
	
	0.073 
	
	12.019 
	
	< .001 
	
	0.737 
	
	1.024 
	
	0.881 
	
	0.881 
	
	0.881 
	
	
	

	included 
	
	| 
	
	t9 
	
	
	
	2.099 
	
	0.152 
	
	13.776 
	
	< .001 
	
	1.800 
	
	2.398 
	
	2.099 
	
	2.099 
	
	2.099 
	
	
	

	frtalk 
	
	| 
	
	t1 
	
	
	
	-2.568 
	
	0.245 
	
	-10.490 
	
	< .001 
	
	-3.048 
	
	-2.088 
	
	-2.568 
	
	-2.568 
	
	-2.568 
	
	
	

	frtalk 
	
	| 
	
	t2 
	
	
	
	-2.424 
	
	0.209 
	
	-11.592 
	
	< .001 
	
	-2.834 
	
	-2.014 
	
	-2.424 
	
	-2.424 
	
	-2.424 
	
	
	

	frtalk 
	
	| 
	
	t3 
	
	
	
	-1.995 
	
	0.139 
	
	-14.326 
	
	< .001 
	
	-2.268 
	
	-1.722 
	
	-1.995 
	
	-1.995 
	
	-1.995 
	
	
	

	frtalk 
	
	| 
	
	t4 
	
	
	
	-1.871 
	
	0.126 
	
	-14.852 
	
	< .001 
	
	-2.118 
	
	-1.624 
	
	-1.871 
	
	-1.871 
	
	-1.871 
	
	
	

	frtalk 
	
	| 
	
	t5 
	
	
	
	-1.464 
	
	0.096 
	
	-15.320 
	
	< .001 
	
	-1.651 
	
	-1.277 
	
	-1.464 
	
	-1.464 
	
	-1.464 
	
	
	

	frtalk 
	
	| 
	
	t6 
	
	
	
	-0.772 
	
	0.071 
	
	-10.902 
	
	< .001 
	
	-0.911 
	
	-0.634 
	
	-0.772 
	
	-0.772 
	
	-0.772 
	
	
	

	frtalk 
	
	| 
	
	t7 
	
	
	
	-0.230 
	
	0.064 
	
	-3.583 
	
	< .001 
	
	-0.355 
	
	-0.104 
	
	-0.230 
	
	-0.230 
	
	-0.230 
	
	
	

	frtalk 
	
	| 
	
	t8 
	
	
	
	0.055 
	
	0.063 
	
	0.859 
	
	0.391 
	
	-0.070 
	
	0.179 
	
	0.055 
	
	0.055 
	
	0.055 
	
	
	

	frtalk 
	
	| 
	
	t9 
	
	
	
	1.089 
	
	0.079 
	
	13.744 
	
	< .001 
	
	0.934 
	
	1.244 
	
	1.089 
	
	1.089 
	
	1.089 
	
	
	

	fgood 
	
	| 
	
	t1 
	
	
	
	-2.424 
	
	0.209 
	
	-11.592 
	
	< .001 
	
	-2.834 
	
	-2.014 
	
	-2.424 
	
	-2.424 
	
	-2.424 
	
	
	

	fgood 
	
	| 
	
	t2 
	
	
	
	-2.233 
	
	0.172 
	
	-12.950 
	
	< .001 
	
	-2.570 
	
	-1.895 
	
	-2.233 
	
	-2.233 
	
	-2.233 
	
	
	

	fgood 
	
	| 
	
	t3 
	
	
	
	-1.634 
	
	0.106 
	
	-15.381 
	
	< .001 
	
	-1.842 
	
	-1.426 
	
	-1.634 
	
	-1.634 
	
	-1.634 
	
	
	

	fgood 
	
	| 
	
	t4 
	
	
	
	-1.502 
	
	0.098 
	
	-15.368 
	
	< .001 
	
	-1.694 
	
	-1.311 
	
	-1.502 
	
	-1.502 
	
	-1.502 
	
	
	

	fgood 
	
	| 
	
	t5 
	
	
	
	-0.862 
	
	0.073 
	
	-11.836 
	
	< .001 
	
	-1.005 
	
	-0.719 
	
	-0.862 
	
	-0.862 
	
	-0.862 
	
	
	

	fgood 
	
	| 
	
	t6 
	
	
	
	-0.454 
	
	0.066 
	
	-6.893 
	
	< .001 
	
	-0.583 
	
	-0.325 
	
	-0.454 
	
	-0.454 
	
	-0.454 
	
	
	

	fgood 
	
	| 
	
	t7 
	
	
	
	-0.223 
	
	0.064 
	
	-3.482 
	
	< .001 
	
	-0.349 
	
	-0.097 
	
	-0.223 
	
	-0.223 
	
	-0.223 
	
	
	

	fgood 
	
	| 
	
	t8 
	
	
	
	0.900 
	
	0.074 
	
	12.201 
	
	< .001 
	
	0.755 
	
	1.044 
	
	0.900 
	
	0.900 
	
	0.900 
	
	
	

	fgood 
	
	| 
	
	t9 
	
	
	
	2.233 
	
	0.172 
	
	12.950 
	
	< .001 
	
	1.895 
	
	2.570 
	
	2.233 
	
	2.233 
	
	2.233 
	
	
	

	worth 
	
	| 
	
	t1 
	
	
	
	-2.233 
	
	0.172 
	
	-12.950 
	
	< .001 
	
	-2.570 
	
	-1.895 
	
	-2.233 
	
	-2.233 
	
	-2.233 
	
	
	

	worth 
	
	| 
	
	t2 
	
	
	
	-1.802 
	
	0.120 
	
	-15.075 
	
	< .001 
	
	-2.036 
	
	-1.567 
	
	-1.802 
	
	-1.802 
	
	-1.802 
	
	
	

	worth 
	
	| 
	
	t3 
	
	
	
	-1.543 
	
	0.100 
	
	-15.397 
	
	< .001 
	
	-1.740 
	
	-1.347 
	
	-1.543 
	
	-1.543 
	
	-1.543 
	
	
	

	worth 
	
	| 
	
	t4 
	
	
	
	-1.313 
	
	0.088 
	
	-14.927 
	
	< .001 
	
	-1.485 
	
	-1.140 
	
	-1.313 
	
	-1.313 
	
	-1.313 
	
	
	

	worth 
	
	| 
	
	t5 
	
	
	
	-0.586 
	
	0.068 
	
	-8.677 
	
	< .001 
	
	-0.719 
	
	-0.454 
	
	-0.586 
	
	-0.586 
	
	-0.586 
	
	
	

	worth 
	
	| 
	
	t6 
	
	
	
	-0.216 
	
	0.064 
	
	-3.382 
	
	< .001 
	
	-0.342 
	
	-0.091 
	
	-0.216 
	
	-0.216 
	
	-0.216 
	
	
	

	worth 
	
	| 
	
	t7 
	
	
	
	0.132 
	
	0.064 
	
	2.070 
	
	0.038 
	
	0.007 
	
	0.257 
	
	0.132 
	
	0.132 
	
	0.132 
	
	
	

	worth 
	
	| 
	
	t8 
	
	
	
	1.149 
	
	0.081 
	
	14.131 
	
	< .001 
	
	0.989 
	
	1.308 
	
	1.149 
	
	1.149 
	
	1.149 
	
	
	

	worth 
	
	| 
	
	t9 
	
	
	
	2.424 
	
	0.209 
	
	11.592 
	
	< .001 
	
	2.014 
	
	2.834 
	
	2.424 
	
	2.424 
	
	2.424 
	
	
	

	angry 
	
	| 
	
	t1 
	
	
	
	-0.790 
	
	0.071 
	
	-11.091 
	
	< .001 
	
	-0.929 
	
	-0.650 
	
	-0.790 
	
	-0.790 
	
	-0.790 
	
	
	

	angry 
	
	| 
	
	t2 
	
	
	
	0.003 
	
	0.063 
	
	0.051 
	
	0.960 
	
	-0.121 
	
	0.128 
	
	0.003 
	
	0.003 
	
	0.003 
	
	
	

	angry 
	
	| 
	
	t3 
	
	
	
	0.781 
	
	0.071 
	
	10.997 
	
	< .001 
	
	0.642 
	
	0.920 
	
	0.781 
	
	0.781 
	
	0.781 
	
	
	

	angry 
	
	| 
	
	t4 
	
	
	
	0.969 
	
	0.076 
	
	12.823 
	
	< .001 
	
	0.821 
	
	1.117 
	
	0.969 
	
	0.969 
	
	0.969 
	
	
	

	angry 
	
	| 
	
	t5 
	
	
	
	1.410 
	
	0.093 
	
	15.217 
	
	< .001 
	
	1.228 
	
	1.592 
	
	1.410 
	
	1.410 
	
	1.410 
	
	
	

	angry 
	
	| 
	
	t6 
	
	
	
	1.523 
	
	0.099 
	
	15.385 
	
	< .001 
	
	1.329 
	
	1.716 
	
	1.523 
	
	1.523 
	
	1.523 
	
	
	

	angry 
	
	| 
	
	t7 
	
	
	
	1.835 
	
	0.123 
	
	14.973 
	
	< .001 
	
	1.595 
	
	2.075 
	
	1.835 
	
	1.835 
	
	1.835 
	
	
	

	angry 
	
	| 
	
	t8 
	
	
	
	1.909 
	
	0.130 
	
	14.707 
	
	< .001 
	
	1.655 
	
	2.163 
	
	1.909 
	
	1.909 
	
	1.909 
	
	
	

	arrange 
	
	~~ 
	
	arrange 
	
	
	
	0.538 
	
	0.000 
	
	. 
	
	. 
	
	0.538 
	
	0.538 
	
	0.538 
	
	0.538 
	
	0.538 
	
	
	

	included 
	
	~~ 
	
	included 
	
	
	
	0.621 
	
	0.000 
	
	. 
	
	. 
	
	0.621 
	
	0.621 
	
	0.621 
	
	0.621 
	
	0.621 
	
	
	

	frtalk 
	
	~~ 
	
	frtalk 
	
	
	
	0.983 
	
	0.000 
	
	. 
	
	. 
	
	0.983 
	
	0.983 
	
	0.983 
	
	0.983 
	
	0.983 
	
	
	

	fgood 
	
	~~ 
	
	fgood 
	
	
	
	0.323 
	
	0.000 
	
	. 
	
	. 
	
	0.323 
	
	0.323 
	
	0.323 
	
	0.323 
	
	0.323 
	
	
	

	worth 
	
	~~ 
	
	worth 
	
	
	
	0.416 
	
	0.000 
	
	. 
	
	. 
	
	0.416 
	
	0.416 
	
	0.416 
	
	0.416 
	
	0.416 
	
	
	

	angry 
	
	~~ 
	
	angry 
	
	
	
	0.992 
	
	0.000 
	
	. 
	
	. 
	
	0.992 
	
	0.992 
	
	0.992 
	
	0.992 
	
	0.992 
	
	
	

	relate 
	
	~~ 
	
	relate 
	
	
	
	0.462 
	
	0.061 
	
	7.569 
	
	< .001 
	
	0.342 
	
	0.581 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	affect 
	
	~~ 
	
	affect 
	
	
	
	0.431 
	
	0.065 
	
	6.595 
	
	< .001 
	
	0.303 
	
	0.559 
	
	0.637 
	
	0.637 
	
	0.637 
	
	
	

	arrange 
	
	~*~ 
	
	arrange 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	included 
	
	~*~ 
	
	included 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	frtalk 
	
	~*~ 
	
	frtalk 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	fgood 
	
	~*~ 
	
	fgood 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	worth 
	
	~*~ 
	
	worth 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	angry 
	
	~*~ 
	
	angry 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	arrange 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	included 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	frtalk 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	fgood 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	worth 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	angry 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	relate 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	affect 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	




[image: ]
The difference between .740 and .637 is .093.  Consequently, 9% of the variance was lost by taking out arrange.  Or if I were left out in the beginning then adding it would result in a 9% gain.  Is that a significant change.   The square of .093 is .305.  Test of signicance is .034 and so it is significantly different.  However, removing angry does not make the relate/affect smaller but makes it larger (only slightly .611 and .627).  That is possible because the affect factor becomes a more solid factor and is related to the “relate” factor.
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	Δχ² 
	p 

	Saturated 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	. 
	
	. 
	

	Model 1 
	
	4.000 
	
	. 
	
	. 
	
	4.086 
	
	4.086 
	
	0.395 
	

	

	Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	relate 
	
	=~ 
	
	included 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.714 
	
	0.714 
	
	0.714 
	
	
	

	relate 
	
	=~ 
	
	frtalk 
	
	
	
	0.203 
	
	0.129 
	
	1.578 
	
	0.115 
	
	-0.049 
	
	0.455 
	
	0.145 
	
	0.145 
	
	0.145 
	
	
	

	affect 
	
	=~ 
	
	fgood 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.888 
	
	0.888 
	
	0.888 
	
	
	

	affect 
	
	=~ 
	
	worth 
	
	
	
	0.795 
	
	0.104 
	
	7.663 
	
	< .001 
	
	0.592 
	
	0.999 
	
	0.706 
	
	0.706 
	
	0.706 
	
	
	

	affect 
	
	=~ 
	
	angry 
	
	
	
	-0.130 
	
	0.047 
	
	-2.799 
	
	0.005 
	
	-0.222 
	
	-0.039 
	
	-0.116 
	
	-0.116 
	
	-0.116 
	
	
	

	affect 
	
	~ 
	
	relate 
	
	
	
	0.634 
	
	0.418 
	
	1.517 
	
	0.129 
	
	-0.185 
	
	1.453 
	
	0.510 
	
	0.510 
	
	0.510 
	
	
	

	included 
	
	| 
	
	t1 
	
	
	
	-2.318 
	
	0.187 
	
	-12.367 
	
	< .001 
	
	-2.685 
	
	-1.950 
	
	-2.318 
	
	-2.318 
	
	-2.318 
	
	
	

	included 
	
	| 
	
	t2 
	
	
	
	-1.802 
	
	0.120 
	
	-15.075 
	
	< .001 
	
	-2.036 
	
	-1.567 
	
	-1.802 
	
	-1.802 
	
	-1.802 
	
	
	

	included 
	
	| 
	
	t3 
	
	
	
	-1.328 
	
	0.089 
	
	-14.982 
	
	< .001 
	
	-1.502 
	
	-1.154 
	
	-1.328 
	
	-1.328 
	
	-1.328 
	
	
	

	included 
	
	| 
	
	t4 
	
	
	
	-1.227 
	
	0.084 
	
	-14.557 
	
	< .001 
	
	-1.392 
	
	-1.062 
	
	-1.227 
	
	-1.227 
	
	-1.227 
	
	
	

	included 
	
	| 
	
	t5 
	
	
	
	-0.541 
	
	0.067 
	
	-8.085 
	
	< .001 
	
	-0.673 
	
	-0.410 
	
	-0.541 
	
	-0.541 
	
	-0.541 
	
	
	

	included 
	
	| 
	
	t6 
	
	
	
	-0.289 
	
	0.064 
	
	-4.489 
	
	< .001 
	
	-0.416 
	
	-0.163 
	
	-0.289 
	
	-0.289 
	
	-0.289 
	
	
	

	included 
	
	| 
	
	t7 
	
	
	
	0.119 
	
	0.064 
	
	1.868 
	
	0.062 
	
	-0.006 
	
	0.244 
	
	0.119 
	
	0.119 
	
	0.119 
	
	
	

	included 
	
	| 
	
	t8 
	
	
	
	0.881 
	
	0.073 
	
	12.019 
	
	< .001 
	
	0.737 
	
	1.024 
	
	0.881 
	
	0.881 
	
	0.881 
	
	
	

	included 
	
	| 
	
	t9 
	
	
	
	2.099 
	
	0.152 
	
	13.776 
	
	< .001 
	
	1.800 
	
	2.398 
	
	2.099 
	
	2.099 
	
	2.099 
	
	
	

	frtalk 
	
	| 
	
	t1 
	
	
	
	-2.568 
	
	0.245 
	
	-10.490 
	
	< .001 
	
	-3.048 
	
	-2.088 
	
	-2.568 
	
	-2.568 
	
	-2.568 
	
	
	

	frtalk 
	
	| 
	
	t2 
	
	
	
	-2.424 
	
	0.209 
	
	-11.592 
	
	< .001 
	
	-2.834 
	
	-2.014 
	
	-2.424 
	
	-2.424 
	
	-2.424 
	
	
	

	frtalk 
	
	| 
	
	t3 
	
	
	
	-1.995 
	
	0.139 
	
	-14.326 
	
	< .001 
	
	-2.268 
	
	-1.722 
	
	-1.995 
	
	-1.995 
	
	-1.995 
	
	
	

	frtalk 
	
	| 
	
	t4 
	
	
	
	-1.871 
	
	0.126 
	
	-14.852 
	
	< .001 
	
	-2.118 
	
	-1.624 
	
	-1.871 
	
	-1.871 
	
	-1.871 
	
	
	

	frtalk 
	
	| 
	
	t5 
	
	
	
	-1.464 
	
	0.096 
	
	-15.320 
	
	< .001 
	
	-1.651 
	
	-1.277 
	
	-1.464 
	
	-1.464 
	
	-1.464 
	
	
	

	frtalk 
	
	| 
	
	t6 
	
	
	
	-0.772 
	
	0.071 
	
	-10.902 
	
	< .001 
	
	-0.911 
	
	-0.634 
	
	-0.772 
	
	-0.772 
	
	-0.772 
	
	
	

	frtalk 
	
	| 
	
	t7 
	
	
	
	-0.230 
	
	0.064 
	
	-3.583 
	
	< .001 
	
	-0.355 
	
	-0.104 
	
	-0.230 
	
	-0.230 
	
	-0.230 
	
	
	

	frtalk 
	
	| 
	
	t8 
	
	
	
	0.055 
	
	0.063 
	
	0.859 
	
	0.391 
	
	-0.070 
	
	0.179 
	
	0.055 
	
	0.055 
	
	0.055 
	
	
	

	frtalk 
	
	| 
	
	t9 
	
	
	
	1.089 
	
	0.079 
	
	13.744 
	
	< .001 
	
	0.934 
	
	1.244 
	
	1.089 
	
	1.089 
	
	1.089 
	
	
	

	fgood 
	
	| 
	
	t1 
	
	
	
	-2.424 
	
	0.209 
	
	-11.592 
	
	< .001 
	
	-2.834 
	
	-2.014 
	
	-2.424 
	
	-2.424 
	
	-2.424 
	
	
	

	fgood 
	
	| 
	
	t2 
	
	
	
	-2.233 
	
	0.172 
	
	-12.950 
	
	< .001 
	
	-2.570 
	
	-1.895 
	
	-2.233 
	
	-2.233 
	
	-2.233 
	
	
	

	fgood 
	
	| 
	
	t3 
	
	
	
	-1.634 
	
	0.106 
	
	-15.381 
	
	< .001 
	
	-1.842 
	
	-1.426 
	
	-1.634 
	
	-1.634 
	
	-1.634 
	
	
	

	fgood 
	
	| 
	
	t4 
	
	
	
	-1.502 
	
	0.098 
	
	-15.368 
	
	< .001 
	
	-1.694 
	
	-1.311 
	
	-1.502 
	
	-1.502 
	
	-1.502 
	
	
	

	fgood 
	
	| 
	
	t5 
	
	
	
	-0.862 
	
	0.073 
	
	-11.836 
	
	< .001 
	
	-1.005 
	
	-0.719 
	
	-0.862 
	
	-0.862 
	
	-0.862 
	
	
	

	fgood 
	
	| 
	
	t6 
	
	
	
	-0.454 
	
	0.066 
	
	-6.893 
	
	< .001 
	
	-0.583 
	
	-0.325 
	
	-0.454 
	
	-0.454 
	
	-0.454 
	
	
	

	fgood 
	
	| 
	
	t7 
	
	
	
	-0.223 
	
	0.064 
	
	-3.482 
	
	< .001 
	
	-0.349 
	
	-0.097 
	
	-0.223 
	
	-0.223 
	
	-0.223 
	
	
	

	fgood 
	
	| 
	
	t8 
	
	
	
	0.900 
	
	0.074 
	
	12.201 
	
	< .001 
	
	0.755 
	
	1.044 
	
	0.900 
	
	0.900 
	
	0.900 
	
	
	

	fgood 
	
	| 
	
	t9 
	
	
	
	2.233 
	
	0.172 
	
	12.950 
	
	< .001 
	
	1.895 
	
	2.570 
	
	2.233 
	
	2.233 
	
	2.233 
	
	
	

	worth 
	
	| 
	
	t1 
	
	
	
	-2.233 
	
	0.172 
	
	-12.950 
	
	< .001 
	
	-2.570 
	
	-1.895 
	
	-2.233 
	
	-2.233 
	
	-2.233 
	
	
	

	worth 
	
	| 
	
	t2 
	
	
	
	-1.802 
	
	0.120 
	
	-15.075 
	
	< .001 
	
	-2.036 
	
	-1.567 
	
	-1.802 
	
	-1.802 
	
	-1.802 
	
	
	

	worth 
	
	| 
	
	t3 
	
	
	
	-1.543 
	
	0.100 
	
	-15.397 
	
	< .001 
	
	-1.740 
	
	-1.347 
	
	-1.543 
	
	-1.543 
	
	-1.543 
	
	
	

	worth 
	
	| 
	
	t4 
	
	
	
	-1.313 
	
	0.088 
	
	-14.927 
	
	< .001 
	
	-1.485 
	
	-1.140 
	
	-1.313 
	
	-1.313 
	
	-1.313 
	
	
	

	worth 
	
	| 
	
	t5 
	
	
	
	-0.586 
	
	0.068 
	
	-8.677 
	
	< .001 
	
	-0.719 
	
	-0.454 
	
	-0.586 
	
	-0.586 
	
	-0.586 
	
	
	

	worth 
	
	| 
	
	t6 
	
	
	
	-0.216 
	
	0.064 
	
	-3.382 
	
	< .001 
	
	-0.342 
	
	-0.091 
	
	-0.216 
	
	-0.216 
	
	-0.216 
	
	
	

	worth 
	
	| 
	
	t7 
	
	
	
	0.132 
	
	0.064 
	
	2.070 
	
	0.038 
	
	0.007 
	
	0.257 
	
	0.132 
	
	0.132 
	
	0.132 
	
	
	

	worth 
	
	| 
	
	t8 
	
	
	
	1.149 
	
	0.081 
	
	14.131 
	
	< .001 
	
	0.989 
	
	1.308 
	
	1.149 
	
	1.149 
	
	1.149 
	
	
	

	worth 
	
	| 
	
	t9 
	
	
	
	2.424 
	
	0.209 
	
	11.592 
	
	< .001 
	
	2.014 
	
	2.834 
	
	2.424 
	
	2.424 
	
	2.424 
	
	
	

	angry 
	
	| 
	
	t1 
	
	
	
	-0.790 
	
	0.071 
	
	-11.091 
	
	< .001 
	
	-0.929 
	
	-0.650 
	
	-0.790 
	
	-0.790 
	
	-0.790 
	
	
	

	angry 
	
	| 
	
	t2 
	
	
	
	0.003 
	
	0.063 
	
	0.051 
	
	0.960 
	
	-0.121 
	
	0.128 
	
	0.003 
	
	0.003 
	
	0.003 
	
	
	

	angry 
	
	| 
	
	t3 
	
	
	
	0.781 
	
	0.071 
	
	10.997 
	
	< .001 
	
	0.642 
	
	0.920 
	
	0.781 
	
	0.781 
	
	0.781 
	
	
	

	angry 
	
	| 
	
	t4 
	
	
	
	0.969 
	
	0.076 
	
	12.823 
	
	< .001 
	
	0.821 
	
	1.117 
	
	0.969 
	
	0.969 
	
	0.969 
	
	
	

	angry 
	
	| 
	
	t5 
	
	
	
	1.410 
	
	0.093 
	
	15.217 
	
	< .001 
	
	1.228 
	
	1.592 
	
	1.410 
	
	1.410 
	
	1.410 
	
	
	

	angry 
	
	| 
	
	t6 
	
	
	
	1.523 
	
	0.099 
	
	15.385 
	
	< .001 
	
	1.329 
	
	1.716 
	
	1.523 
	
	1.523 
	
	1.523 
	
	
	

	angry 
	
	| 
	
	t7 
	
	
	
	1.835 
	
	0.123 
	
	14.973 
	
	< .001 
	
	1.595 
	
	2.075 
	
	1.835 
	
	1.835 
	
	1.835 
	
	
	

	angry 
	
	| 
	
	t8 
	
	
	
	1.909 
	
	0.130 
	
	14.707 
	
	< .001 
	
	1.655 
	
	2.163 
	
	1.909 
	
	1.909 
	
	1.909 
	
	
	

	included 
	
	~~ 
	
	included 
	
	
	
	0.490 
	
	0.000 
	
	. 
	
	. 
	
	0.490 
	
	0.490 
	
	0.490 
	
	0.490 
	
	0.490 
	
	
	

	frtalk 
	
	~~ 
	
	frtalk 
	
	
	
	0.979 
	
	0.000 
	
	. 
	
	. 
	
	0.979 
	
	0.979 
	
	0.979 
	
	0.979 
	
	0.979 
	
	
	

	fgood 
	
	~~ 
	
	fgood 
	
	
	
	0.212 
	
	0.000 
	
	. 
	
	. 
	
	0.212 
	
	0.212 
	
	0.212 
	
	0.212 
	
	0.212 
	
	
	

	worth 
	
	~~ 
	
	worth 
	
	
	
	0.502 
	
	0.000 
	
	. 
	
	. 
	
	0.502 
	
	0.502 
	
	0.502 
	
	0.502 
	
	0.502 
	
	
	

	angry 
	
	~~ 
	
	angry 
	
	
	
	0.987 
	
	0.000 
	
	. 
	
	. 
	
	0.987 
	
	0.987 
	
	0.987 
	
	0.987 
	
	0.987 
	
	
	

	relate 
	
	~~ 
	
	relate 
	
	
	
	0.510 
	
	0.337 
	
	1.515 
	
	0.130 
	
	-0.150 
	
	1.171 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	affect 
	
	~~ 
	
	affect 
	
	
	
	0.583 
	
	0.165 
	
	3.526 
	
	< .001 
	
	0.259 
	
	0.908 
	
	0.740 
	
	0.740 
	
	0.740 
	
	
	

	included 
	
	~*~ 
	
	included 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	frtalk 
	
	~*~ 
	
	frtalk 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	fgood 
	
	~*~ 
	
	fgood 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	worth 
	
	~*~ 
	
	worth 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	angry 
	
	~*~ 
	
	angry 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	included 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	frtalk 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	fgood 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	worth 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	angry 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	relate 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	affect 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
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Structural Equation ModelingRegression Coefficients – they are basically standardized correlation coefficients.  However, they are sometimes greater than 1

	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	Δχ² 
	p 

	Saturated 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	. 
	
	. 
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Model 1 
	
	51.000 
	
	28536.785 
	
	28657.497 
	
	341.967 
	
	341.967 
	
	< 0.001 
	

	

	Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	emo1 
	
	=~ 
	
	enjoy 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.013 
	
	0.555 
	
	0.555 
	
	
	

	emo1 
	
	=~ 
	
	fgood 
	
	
	
	1.324 
	
	0.098 
	
	13.509 
	
	< .001 
	
	1.132 
	
	1.516 
	
	1.341 
	
	0.800 
	
	0.800 
	
	
	

	emo1 
	
	=~ 
	
	worth 
	
	
	
	1.389 
	
	0.103 
	
	13.533 
	
	< .001 
	
	1.187 
	
	1.590 
	
	1.407 
	
	0.803 
	
	0.803 
	
	
	

	emo1 
	
	=~ 
	
	fun 
	
	
	
	0.916 
	
	0.093 
	
	9.894 
	
	< .001 
	
	0.735 
	
	1.098 
	
	0.928 
	
	0.486 
	
	0.486 
	
	
	

	negemo1 
	
	=~ 
	
	sad 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.364 
	
	0.771 
	
	0.771 
	
	
	

	negemo1 
	
	=~ 
	
	tense 
	
	
	
	0.764 
	
	0.058 
	
	13.183 
	
	< .001 
	
	0.650 
	
	0.878 
	
	1.042 
	
	0.570 
	
	0.570 
	
	
	

	negemo1 
	
	=~ 
	
	insecure 
	
	
	
	0.863 
	
	0.054 
	
	16.104 
	
	< .001 
	
	0.758 
	
	0.968 
	
	1.177 
	
	0.704 
	
	0.704 
	
	
	

	negemo1 
	
	=~ 
	
	useless 
	
	
	
	0.899 
	
	0.057 
	
	15.763 
	
	< .001 
	
	0.787 
	
	1.011 
	
	1.226 
	
	0.687 
	
	0.687 
	
	
	

	prod1 
	
	=~ 
	
	finished 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.838 
	
	0.527 
	
	0.527 
	
	
	

	prod1 
	
	=~ 
	
	produtiv 
	
	
	
	1.489 
	
	0.136 
	
	10.920 
	
	< .001 
	
	1.222 
	
	1.756 
	
	1.248 
	
	0.658 
	
	0.658 
	
	
	

	prod1 
	
	=~ 
	
	sucesful 
	
	
	
	1.141 
	
	0.108 
	
	10.550 
	
	< .001 
	
	0.929 
	
	1.353 
	
	0.956 
	
	0.616 
	
	0.616 
	
	
	

	prod1 
	
	=~ 
	
	lkwork 
	
	
	
	1.091 
	
	0.118 
	
	9.203 
	
	< .001 
	
	0.858 
	
	1.323 
	
	0.914 
	
	0.494 
	
	0.494 
	
	
	

	prod1 
	
	~ 
	
	emo1 
	
	
	
	0.575 
	
	0.076 
	
	7.605 
	
	< .001 
	
	0.427 
	
	0.723 
	
	0.695 
	
	0.695 
	
	0.695 
	
	
	

	prod1 
	
	~ 
	
	negemo1 
	
	
	
	-0.123 
	
	0.042 
	
	-2.947 
	
	0.003 
	
	-0.205 
	
	-0.041 
	
	-0.200 
	
	-0.200 
	
	-0.200 
	
	
	

	enjoy 
	
	~~ 
	
	enjoy 
	
	
	
	2.312 
	
	0.140 
	
	16.529 
	
	< .001 
	
	2.038 
	
	2.587 
	
	2.312 
	
	0.692 
	
	0.692 
	
	
	

	fgood 
	
	~~ 
	
	fgood 
	
	
	
	1.014 
	
	0.085 
	
	11.926 
	
	< .001 
	
	0.848 
	
	1.181 
	
	1.014 
	
	0.360 
	
	0.360 
	
	
	

	worth 
	
	~~ 
	
	worth 
	
	
	
	1.088 
	
	0.092 
	
	11.773 
	
	< .001 
	
	0.907 
	
	1.269 
	
	1.088 
	
	0.355 
	
	0.355 
	
	
	

	fun 
	
	~~ 
	
	fun 
	
	
	
	2.783 
	
	0.164 
	
	16.971 
	
	< .001 
	
	2.461 
	
	3.104 
	
	2.783 
	
	0.763 
	
	0.763 
	
	
	

	sad 
	
	~~ 
	
	sad 
	
	
	
	1.265 
	
	0.106 
	
	11.955 
	
	< .001 
	
	1.058 
	
	1.473 
	
	1.265 
	
	0.405 
	
	0.405 
	
	
	

	tense 
	
	~~ 
	
	tense 
	
	
	
	2.255 
	
	0.141 
	
	16.041 
	
	< .001 
	
	1.980 
	
	2.531 
	
	2.255 
	
	0.675 
	
	0.675 
	
	
	

	insecure 
	
	~~ 
	
	insecure 
	
	
	
	1.410 
	
	0.101 
	
	13.946 
	
	< .001 
	
	1.212 
	
	1.608 
	
	1.410 
	
	0.504 
	
	0.504 
	
	
	

	useless 
	
	~~ 
	
	useless 
	
	
	
	1.683 
	
	0.117 
	
	14.323 
	
	< .001 
	
	1.452 
	
	1.913 
	
	1.683 
	
	0.528 
	
	0.528 
	
	
	

	finished 
	
	~~ 
	
	finished 
	
	
	
	1.825 
	
	0.114 
	
	16.016 
	
	< .001 
	
	1.602 
	
	2.049 
	
	1.825 
	
	0.722 
	
	0.722 
	
	
	

	produtiv 
	
	~~ 
	
	produtiv 
	
	
	
	2.042 
	
	0.147 
	
	13.934 
	
	< .001 
	
	1.755 
	
	2.329 
	
	2.042 
	
	0.567 
	
	0.567 
	
	
	

	sucesful 
	
	~~ 
	
	sucesful 
	
	
	
	1.498 
	
	0.101 
	
	14.797 
	
	< .001 
	
	1.300 
	
	1.697 
	
	1.498 
	
	0.621 
	
	0.621 
	
	
	

	lkwork 
	
	~~ 
	
	lkwork 
	
	
	
	2.594 
	
	0.159 
	
	16.345 
	
	< .001 
	
	2.283 
	
	2.905 
	
	2.594 
	
	0.756 
	
	0.756 
	
	
	

	emo1 
	
	~~ 
	
	emo1 
	
	
	
	1.027 
	
	0.145 
	
	7.089 
	
	< .001 
	
	0.743 
	
	1.311 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	negemo1 
	
	~~ 
	
	negemo1 
	
	
	
	1.860 
	
	0.178 
	
	10.474 
	
	< .001 
	
	1.512 
	
	2.207 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	prod1 
	
	~~ 
	
	prod1 
	
	
	
	0.202 
	
	0.045 
	
	4.466 
	
	< .001 
	
	0.114 
	
	0.291 
	
	0.288 
	
	0.288 
	
	0.288 
	
	
	

	emo1 
	
	~~ 
	
	negemo1 
	
	
	
	-0.937 
	
	0.101 
	
	-9.290 
	
	< .001 
	
	-1.135 
	
	-0.740 
	
	-0.678 
	
	-0.678 
	
	-0.678 
	
	
	

	Error variance for dependent factor (latent variable).  When subtracted from 1.0 (1.0 - .288 = .71) it is the amount variance of the DV that is accounted for by the IV.
Correlation between the two independent factors (latent variables)
Proportion of error Variance




	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	0.265 
	

	χ² 
	
	341.967 
	

	Degrees of freedom 
	
	51.000 
	

	p 
	
	< 0.001 
	

	

	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.885 
	

	Tucker-Lewis Index (TLI) 
	
	0.851 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.851 
	

	Bentler-Bonett Normed Fit Index (NFI) 
	
	0.868 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.671 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.829 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.885 
	

	Relative Noncentrality Index (RNI) 
	
	0.885 
	

	



	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	-14241.393 
	

	Loglikelihood unrestricted model (H1) 
	
	-14070.409 
	

	Number of free parameters 
	
	27.000 
	

	Akaike (AIC) 
	
	28536.785 
	

	Bayesian (BIC) 
	
	28657.497 
	

	Sample-size adjusted Bayesian (BIC) 
	
	28571.773 
	

	

	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.094 
	

	90 Percent Confidence Interval 
	
	0.085 - 0.104 
	

	p-value RMSEA <= 0.05 
	
	< 0.001 
	

	



	Standardized Root Mean Square Residual 

	  
	Model 

	RMR 
	
	0.202 
	

	RMR (No Mean) 
	
	0.202 
	

	SRMR 
	
	0.061 
	

	

	Other Fit Indices 

	  
	Model 

	Hoelter Critical N (CN) alpha=0.05 
	
	130.721 
	

	Hoelter Critical N (CN) alpha=0.01 
	
	147.188 
	

	Goodness of Fit Index (GFI) 
	
	0.907 
	

	Parsimony Goodness of Fit Index (GFI) 
	
	0.858 
	

	McDonald Fit Index (MFI) 
	
	0.798 
	

	Expected Cross-Validation Index (ECVI) 
	
	0.613 
	

	



	R-Squared 

	Variable 
	R² 

	enjoy 
	
	0.308 
	

	fgood 
	
	0.640 
	

	worth 
	
	0.645 
	

	fun 
	
	0.237 
	

	sad 
	
	0.595 
	

	tense 
	
	0.325 
	

	insecure 
	
	0.496 
	

	useless 
	
	0.472 
	

	finished 
	
	0.278 
	

	produtiv 
	
	0.433 
	

	sucesful 
	
	0.379 
	

	lkwork 
	
	0.244 
	

	prod1 
	
	0.712 
	

	

	Covariances (lower triangle) / correlations (upper triangle) 

	  
	  
	enjoy 
	fgood 
	worth 
	fun 
	sad 
	tense 
	insecure 
	useless 
	finished 
	produtiv 
	sucesful 
	lkwork 

	enjoy 
	
	observed 
	
	3.339 
	
	0.473 
	
	0.395 
	
	0.487 
	
	-0.289 
	
	-0.379 
	
	-0.275 
	
	-0.180 
	
	0.202 
	
	0.194 
	
	0.249 
	
	0.188 
	

	enjoy 
	
	fitted 
	
	3.339 
	
	0.443 
	
	0.446 
	
	0.270 
	
	-0.290 
	
	-0.214 
	
	-0.265 
	
	-0.258 
	
	0.243 
	
	0.303 
	
	0.284 
	
	0.227 
	

	enjoy 
	
	residual 
	
	0.000 
	
	0.029 
	
	-0.050 
	
	0.217 
	
	0.001 
	
	-0.165 
	
	-0.010 
	
	0.078 
	
	-0.041 
	
	-0.109 
	
	-0.035 
	
	-0.039 
	

	fgood 
	
	observed 
	
	1.449 
	
	2.814 
	
	0.644 
	
	0.362 
	
	-0.388 
	
	-0.306 
	
	-0.380 
	
	-0.429 
	
	0.361 
	
	0.443 
	
	0.380 
	
	0.311 
	

	fgood 
	
	fitted 
	
	1.359 
	
	2.814 
	
	0.642 
	
	0.389 
	
	-0.418 
	
	-0.309 
	
	-0.382 
	
	-0.373 
	
	0.350 
	
	0.437 
	
	0.409 
	
	0.328 
	

	fgood 
	
	residual 
	
	0.090 
	
	-0.000 
	
	0.002 
	
	-0.027 
	
	0.030 
	
	0.003 
	
	0.002 
	
	-0.056 
	
	0.010 
	
	0.006 
	
	-0.029 
	
	-0.017 
	

	worth 
	
	observed 
	
	1.266 
	
	1.892 
	
	3.068 
	
	0.362 
	
	-0.380 
	
	-0.248 
	
	-0.384 
	
	-0.486 
	
	0.398 
	
	0.509 
	
	0.428 
	
	0.301 
	

	worth 
	
	fitted 
	
	1.426 
	
	1.888 
	
	3.068 
	
	0.391 
	
	-0.420 
	
	-0.311 
	
	-0.384 
	
	-0.374 
	
	0.352 
	
	0.439 
	
	0.411 
	
	0.330 
	

	worth 
	
	residual 
	
	-0.160 
	
	0.005 
	
	-0.000 
	
	-0.028 
	
	0.040 
	
	0.062 
	
	-0.001 
	
	-0.112 
	
	0.046 
	
	0.069 
	
	0.018 
	
	-0.029 
	

	fun 
	
	observed 
	
	1.698 
	
	1.158 
	
	1.211 
	
	3.645 
	
	-0.230 
	
	-0.251 
	
	-0.159 
	
	-0.176 
	
	0.192 
	
	0.263 
	
	0.239 
	
	0.181 
	

	fun 
	
	fitted 
	
	0.941 
	
	1.245 
	
	1.306 
	
	3.645 
	
	-0.254 
	
	-0.188 
	
	-0.232 
	
	-0.227 
	
	0.213 
	
	0.266 
	
	0.249 
	
	0.199 
	

	fun 
	
	residual 
	
	0.757 
	
	-0.087 
	
	-0.095 
	
	0.000 
	
	0.024 
	
	-0.063 
	
	0.074 
	
	0.051 
	
	-0.021 
	
	-0.003 
	
	-0.010 
	
	-0.019 
	

	sad 
	
	observed 
	
	-0.935 
	
	-1.152 
	
	-1.177 
	
	-0.777 
	
	3.125 
	
	0.508 
	
	0.531 
	
	0.526 
	
	-0.289 
	
	-0.283 
	
	-0.334 
	
	-0.246 
	

	sad 
	
	fitted 
	
	-0.937 
	
	-1.241 
	
	-1.301 
	
	-0.859 
	
	3.125 
	
	0.440 
	
	0.543 
	
	0.530 
	
	-0.273 
	
	-0.341 
	
	-0.319 
	
	-0.256 
	

	sad 
	
	residual 
	
	0.002 
	
	0.089 
	
	0.125 
	
	0.082 
	
	0.000 
	
	0.069 
	
	-0.012 
	
	-0.004 
	
	-0.016 
	
	0.058 
	
	-0.015 
	
	0.010 
	

	tense 
	
	observed 
	
	-1.267 
	
	-0.940 
	
	-0.795 
	
	-0.875 
	
	1.643 
	
	3.341 
	
	0.460 
	
	0.275 
	
	-0.164 
	
	-0.051 
	
	-0.216 
	
	-0.101 
	

	tense 
	
	fitted 
	
	-0.716 
	
	-0.948 
	
	-0.994 
	
	-0.656 
	
	1.421 
	
	3.341 
	
	0.401 
	
	0.392 
	
	-0.202 
	
	-0.252 
	
	-0.236 
	
	-0.189 
	

	tense 
	
	residual 
	
	-0.551 
	
	0.008 
	
	0.199 
	
	-0.219 
	
	0.222 
	
	0.000 
	
	0.059 
	
	-0.117 
	
	0.038 
	
	0.201 
	
	0.020 
	
	0.088 
	

	insecure 
	
	observed 
	
	-0.839 
	
	-1.066 
	
	-1.125 
	
	-0.506 
	
	1.570 
	
	1.407 
	
	2.796 
	
	0.478 
	
	-0.292 
	
	-0.229 
	
	-0.332 
	
	-0.168 
	

	insecure 
	
	fitted 
	
	-0.809 
	
	-1.071 
	
	-1.124 
	
	-0.741 
	
	1.605 
	
	1.226 
	
	2.796 
	
	0.484 
	
	-0.249 
	
	-0.311 
	
	-0.291 
	
	-0.233 
	

	insecure 
	
	residual 
	
	-0.030 
	
	0.005 
	
	-0.002 
	
	0.235 
	
	-0.036 
	
	0.180 
	
	0.000 
	
	-0.006 
	
	-0.043 
	
	0.082 
	
	-0.041 
	
	0.066 
	

	useless 
	
	observed 
	
	-0.589 
	
	-1.284 
	
	-1.519 
	
	-0.599 
	
	1.660 
	
	0.897 
	
	1.426 
	
	3.186 
	
	-0.306 
	
	-0.456 
	
	-0.360 
	
	-0.321 
	

	useless 
	
	fitted 
	
	-0.843 
	
	-1.116 
	
	-1.170 
	
	-0.772 
	
	1.672 
	
	1.278 
	
	1.444 
	
	3.186 
	
	-0.243 
	
	-0.304 
	
	-0.284 
	
	-0.228 
	

	useless 
	
	residual 
	
	0.254 
	
	-0.168 
	
	-0.349 
	
	0.174 
	
	-0.012 
	
	-0.381 
	
	-0.017 
	
	-0.000 
	
	-0.062 
	
	-0.153 
	
	-0.076 
	
	-0.093 
	

	finished 
	
	observed 
	
	0.588 
	
	0.962 
	
	1.109 
	
	0.584 
	
	-0.814 
	
	-0.476 
	
	-0.776 
	
	-0.867 
	
	2.528 
	
	0.359 
	
	0.313 
	
	0.181 
	

	finished 
	
	fitted 
	
	0.706 
	
	0.934 
	
	0.980 
	
	0.647 
	
	-0.768 
	
	-0.587 
	
	-0.663 
	
	-0.691 
	
	2.528 
	
	0.347 
	
	0.325 
	
	0.260 
	

	finished 
	
	residual 
	
	-0.118 
	
	0.027 
	
	0.129 
	
	-0.063 
	
	-0.046 
	
	0.111 
	
	-0.113 
	
	-0.177 
	
	-0.000 
	
	0.012 
	
	-0.011 
	
	-0.079 
	

	produtiv 
	
	observed 
	
	0.673 
	
	1.411 
	
	1.690 
	
	0.952 
	
	-0.949 
	
	-0.176 
	
	-0.728 
	
	-1.545 
	
	1.083 
	
	3.600 
	
	0.370 
	
	0.372 
	

	produtiv 
	
	fitted 
	
	1.051 
	
	1.391 
	
	1.459 
	
	0.963 
	
	-1.143 
	
	-0.873 
	
	-0.987 
	
	-1.028 
	
	1.046 
	
	3.600 
	
	0.405 
	
	0.325 
	

	produtiv 
	
	residual 
	
	-0.378 
	
	0.020 
	
	0.231 
	
	-0.011 
	
	0.194 
	
	0.697 
	
	0.259 
	
	-0.517 
	
	0.036 
	
	0.000 
	
	-0.035 
	
	0.047 
	

	sucesful 
	
	observed 
	
	0.705 
	
	0.990 
	
	1.166 
	
	0.709 
	
	-0.918 
	
	-0.613 
	
	-0.862 
	
	-0.997 
	
	0.774 
	
	1.092 
	
	2.413 
	
	0.365 
	

	sucesful 
	
	fitted 
	
	0.805 
	
	1.066 
	
	1.118 
	
	0.738 
	
	-0.876 
	
	-0.669 
	
	-0.756 
	
	-0.788 
	
	0.802 
	
	1.194 
	
	2.413 
	
	0.304 
	

	sucesful 
	
	residual 
	
	-0.100 
	
	-0.076 
	
	0.048 
	
	-0.028 
	
	-0.042 
	
	0.056 
	
	-0.106 
	
	-0.210 
	
	-0.028 
	
	-0.102 
	
	0.000 
	
	0.062 
	

	lkwork 
	
	observed 
	
	0.638 
	
	0.965 
	
	0.975 
	
	0.639 
	
	-0.806 
	
	-0.342 
	
	-0.520 
	
	-1.061 
	
	0.533 
	
	1.307 
	
	1.051 
	
	3.430 
	

	lkwork 
	
	fitted 
	
	0.770 
	
	1.019 
	
	1.069 
	
	0.705 
	
	-0.837 
	
	-0.640 
	
	-0.723 
	
	-0.753 
	
	0.766 
	
	1.141 
	
	0.874 
	
	3.430 
	

	lkwork 
	
	residual 
	
	-0.132 
	
	-0.054 
	
	-0.094 
	
	-0.067 
	
	0.031 
	
	0.298 
	
	0.203 
	
	-0.308 
	
	-0.234 
	
	0.166 
	
	0.177 
	
	-0.000 
	

	



	Modification Indices 

	  
	  
	  
	mi 
	epc 
	sepc (lv) 
	sepc (all) 
	sepc (nox) 

	enjoy 
	
	~~ 
	
	fun 
	
	67.503 
	
	0.888 
	
	0.888 
	
	0.350 
	
	0.350 
	

	prod1 
	
	=~ 
	
	useless 
	
	53.876 
	
	-1.015 
	
	-0.851 
	
	-0.477 
	
	-0.477 
	

	enjoy 
	
	~~ 
	
	tense 
	
	48.518 
	
	-0.679 
	
	-0.679 
	
	-0.298 
	
	-0.298 
	

	tense 
	
	~~ 
	
	produtiv 
	
	42.340 
	
	0.634 
	
	0.634 
	
	0.295 
	
	0.295 
	

	useless 
	
	~~ 
	
	produtiv 
	
	41.517 
	
	-0.570 
	
	-0.570 
	
	-0.308 
	
	-0.308 
	

	tense 
	
	~~ 
	
	useless 
	
	38.734 
	
	-0.598 
	
	-0.598 
	
	-0.307 
	
	-0.307 
	

	enjoy 
	
	~~ 
	
	useless 
	
	30.767 
	
	0.488 
	
	0.488 
	
	0.248 
	
	0.248 
	

	sad 
	
	~~ 
	
	tense 
	
	23.008 
	
	0.458 
	
	0.458 
	
	0.271 
	
	0.271 
	

	emo1 
	
	=~ 
	
	useless 
	
	22.719 
	
	-0.510 
	
	-0.517 
	
	-0.290 
	
	-0.290 
	

	prod1 
	
	=~ 
	
	worth 
	
	21.753 
	
	1.188 
	
	0.996 
	
	0.569 
	
	0.569 
	

	prod1 
	
	=~ 
	
	tense 
	
	18.882 
	
	0.627 
	
	0.525 
	
	0.287 
	
	0.287 
	

	worth 
	
	~~ 
	
	useless 
	
	18.683 
	
	-0.301 
	
	-0.301 
	
	-0.222 
	
	-0.222 
	

	enjoy 
	
	~~ 
	
	produtiv 
	
	16.789 
	
	-0.403 
	
	-0.403 
	
	-0.185 
	
	-0.185 
	

	prod1 
	
	=~ 
	
	enjoy 
	
	16.209 
	
	-0.984 
	
	-0.825 
	
	-0.451 
	
	-0.451 
	

	worth 
	
	~~ 
	
	produtiv 
	
	15.275 
	
	0.317 
	
	0.317 
	
	0.213 
	
	0.213 
	

	enjoy 
	
	~~ 
	
	worth 
	
	12.770 
	
	-0.310 
	
	-0.310 
	
	-0.196 
	
	-0.196 
	

	fun 
	
	~~ 
	
	tense 
	
	11.226 
	
	-0.354 
	
	-0.354 
	
	-0.141 
	
	-0.141 
	

	worth 
	
	~~ 
	
	tense 
	
	10.816 
	
	0.252 
	
	0.252 
	
	0.161 
	
	0.161 
	

	tense 
	
	~~ 
	
	insecure 
	
	10.812 
	
	0.295 
	
	0.295 
	
	0.165 
	
	0.165 
	

	finished 
	
	~~ 
	
	lkwork 
	
	9.658 
	
	-0.303 
	
	-0.303 
	
	-0.139 
	
	-0.139 
	

	emo1 
	
	=~ 
	
	sad 
	
	8.041 
	
	0.310 
	
	0.314 
	
	0.178 
	
	0.178 
	

	insecure 
	
	~~ 
	
	produtiv 
	
	7.830 
	
	0.229 
	
	0.229 
	
	0.135 
	
	0.135 
	

	fun 
	
	~~ 
	
	useless 
	
	7.768 
	
	0.266 
	
	0.266 
	
	0.123 
	
	0.123 
	

	sucesful 
	
	~~ 
	
	lkwork 
	
	7.576 
	
	0.258 
	
	0.258 
	
	0.131 
	
	0.131 
	

	negemo1 
	
	=~ 
	
	produtiv 
	
	7.304 
	
	0.273 
	
	0.373 
	
	0.196 
	
	0.196 
	

	useless 
	
	~~ 
	
	lkwork 
	
	6.773 
	
	-0.244 
	
	-0.244 
	
	-0.117 
	
	-0.117 
	

	produtiv 
	
	~~ 
	
	lkwork 
	
	5.343 
	
	0.264 
	
	0.264 
	
	0.115 
	
	0.115 
	

	insecure 
	
	~~ 
	
	lkwork 
	
	5.187 
	
	0.197 
	
	0.197 
	
	0.103 
	
	0.103 
	

	fun 
	
	~~ 
	
	insecure 
	
	4.977 
	
	0.197 
	
	0.197 
	
	0.099 
	
	0.099 
	

	prod1 
	
	=~ 
	
	sad 
	
	4.861 
	
	0.311 
	
	0.260 
	
	0.147 
	
	0.147 
	

	produtiv 
	
	~~ 
	
	sucesful 
	
	4.646 
	
	-0.216 
	
	-0.216 
	
	-0.123 
	
	-0.123 
	

	emo1 
	
	=~ 
	
	lkwork 
	
	4.421 
	
	-0.472 
	
	-0.478 
	
	-0.258 
	
	-0.258 
	

	negemo1 
	
	=~ 
	
	sucesful 
	
	4.354 
	
	-0.169 
	
	-0.231 
	
	-0.148 
	
	-0.148 
	

	worth 
	
	~~ 
	
	sad 
	
	4.215 
	
	0.134 
	
	0.134 
	
	0.114 
	
	0.114 
	

	enjoy 
	
	~~ 
	
	fgood 
	
	4.212 
	
	0.171 
	
	0.171 
	
	0.111 
	
	0.111 
	

	worth 
	
	~~ 
	
	fun 
	
	3.426 
	
	-0.169 
	
	-0.169 
	
	-0.097 
	
	-0.097 
	

	tense 
	
	~~ 
	
	lkwork 
	
	3.222 
	
	0.186 
	
	0.186 
	
	0.077 
	
	0.077 
	

	fgood 
	
	~~ 
	
	fun 
	
	3.045 
	
	-0.152 
	
	-0.152 
	
	-0.091 
	
	-0.091 
	

	insecure 
	
	~~ 
	
	sucesful 
	
	2.861 
	
	-0.116 
	
	-0.116 
	
	-0.080 
	
	-0.080 
	

	insecure 
	
	~~ 
	
	finished 
	
	2.622 
	
	-0.119 
	
	-0.119 
	
	-0.074 
	
	-0.074 
	

	fgood 
	
	~~ 
	
	sucesful 
	
	2.618 
	
	-0.104 
	
	-0.104 
	
	-0.085 
	
	-0.085 
	

	negemo1 
	
	=~ 
	
	finished 
	
	2.568 
	
	-0.130 
	
	-0.178 
	
	-0.112 
	
	-0.112 
	

	worth 
	
	~~ 
	
	finished 
	
	2.514 
	
	0.112 
	
	0.112 
	
	0.080 
	
	0.080 
	

	negemo1 
	
	=~ 
	
	fun 
	
	2.465 
	
	0.140 
	
	0.191 
	
	0.100 
	
	0.100 
	

	emo1 
	
	=~ 
	
	finished 
	
	2.068 
	
	0.281 
	
	0.285 
	
	0.179 
	
	0.179 
	

	worth 
	
	~~ 
	
	lkwork 
	
	2.050 
	
	-0.119 
	
	-0.119 
	
	-0.071 
	
	-0.071 
	

	prod1 
	
	=~ 
	
	insecure 
	
	1.862 
	
	0.177 
	
	0.148 
	
	0.089 
	
	0.089 
	

	sad 
	
	~~ 
	
	produtiv 
	
	1.779 
	
	0.111 
	
	0.111 
	
	0.069 
	
	0.069 
	

	sad 
	
	~~ 
	
	insecure 
	
	1.457 
	
	-0.113 
	
	-0.113 
	
	-0.085 
	
	-0.085 
	

	emo1 
	
	=~ 
	
	produtiv 
	
	1.356 
	
	0.308 
	
	0.312 
	
	0.165 
	
	0.165 
	

	enjoy 
	
	~~ 
	
	finished 
	
	1.160 
	
	-0.095 
	
	-0.095 
	
	-0.046 
	
	-0.046 
	

	prod1 
	
	=~ 
	
	fun 
	
	1.116 
	
	-0.275 
	
	-0.231 
	
	-0.121 
	
	-0.121 
	

	emo1 
	
	=~ 
	
	tense 
	
	1.111 
	
	0.118 
	
	0.119 
	
	0.065 
	
	0.065 
	

	prod1 
	
	=~ 
	
	fgood 
	
	0.919 
	
	-0.233 
	
	-0.195 
	
	-0.116 
	
	-0.116 
	

	negemo1 
	
	=~ 
	
	lkwork 
	
	0.645 
	
	0.076 
	
	0.104 
	
	0.056 
	
	0.056 
	

	emo1 
	
	=~ 
	
	insecure 
	
	0.641 
	
	0.080 
	
	0.082 
	
	0.049 
	
	0.049 
	

	fun 
	
	~~ 
	
	finished 
	
	0.612 
	
	-0.075 
	
	-0.075 
	
	-0.033 
	
	-0.033 
	

	fgood 
	
	~~ 
	
	sad 
	
	0.612 
	
	0.049 
	
	0.049 
	
	0.043 
	
	0.043 
	

	enjoy 
	
	~~ 
	
	sad 
	
	0.488 
	
	-0.057 
	
	-0.057 
	
	-0.033 
	
	-0.033 
	

	fgood 
	
	~~ 
	
	tense 
	
	0.469 
	
	-0.050 
	
	-0.050 
	
	-0.033 
	
	-0.033 
	

	emo1 
	
	=~ 
	
	sucesful 
	
	0.441 
	
	-0.137 
	
	-0.139 
	
	-0.089 
	
	-0.089 
	

	fun 
	
	~~ 
	
	sad 
	
	0.439 
	
	-0.059 
	
	-0.059 
	
	-0.031 
	
	-0.031 
	

	tense 
	
	~~ 
	
	finished 
	
	0.437 
	
	0.058 
	
	0.058 
	
	0.029 
	
	0.029 
	

	enjoy 
	
	~~ 
	
	insecure 
	
	0.386 
	
	-0.051 
	
	-0.051 
	
	-0.028 
	
	-0.028 
	

	finished 
	
	~~ 
	
	produtiv 
	
	0.384 
	
	0.061 
	
	0.061 
	
	0.032 
	
	0.032 
	

	sad 
	
	~~ 
	
	lkwork 
	
	0.384 
	
	-0.054 
	
	-0.054 
	
	-0.030 
	
	-0.030 
	

	worth 
	
	~~ 
	
	sucesful 
	
	0.372 
	
	0.041 
	
	0.041 
	
	0.032 
	
	0.032 
	

	negemo1 
	
	=~ 
	
	worth 
	
	0.354 
	
	-0.046 
	
	-0.063 
	
	-0.036 
	
	-0.036 
	

	finished 
	
	~~ 
	
	sucesful 
	
	0.272 
	
	-0.042 
	
	-0.042 
	
	-0.025 
	
	-0.025 
	

	fgood 
	
	~~ 
	
	insecure 
	
	0.190 
	
	-0.027 
	
	-0.027 
	
	-0.023 
	
	-0.023 
	

	sad 
	
	~~ 
	
	finished 
	
	0.186 
	
	-0.032 
	
	-0.032 
	
	-0.021 
	
	-0.021 
	

	insecure 
	
	~~ 
	
	useless 
	
	0.177 
	
	-0.037 
	
	-0.037 
	
	-0.024 
	
	-0.024 
	

	sad 
	
	~~ 
	
	sucesful 
	
	0.166 
	
	-0.028 
	
	-0.028 
	
	-0.021 
	
	-0.021 
	

	worth 
	
	~~ 
	
	insecure 
	
	0.162 
	
	-0.026 
	
	-0.026 
	
	-0.021 
	
	-0.021 
	

	enjoy 
	
	~~ 
	
	sucesful 
	
	0.148 
	
	-0.032 
	
	-0.032 
	
	-0.017 
	
	-0.017 
	

	sad 
	
	~~ 
	
	useless 
	
	0.125 
	
	-0.035 
	
	-0.035 
	
	-0.024 
	
	-0.024 
	

	enjoy 
	
	~~ 
	
	lkwork 
	
	0.114 
	
	-0.035 
	
	-0.035 
	
	-0.014 
	
	-0.014 
	

	fgood 
	
	~~ 
	
	useless 
	
	0.083 
	
	-0.019 
	
	-0.019 
	
	-0.015 
	
	-0.015 
	

	tense 
	
	~~ 
	
	sucesful 
	
	0.080 
	
	-0.023 
	
	-0.023 
	
	-0.013 
	
	-0.013 
	

	fgood 
	
	~~ 
	
	produtiv 
	
	0.071 
	
	0.021 
	
	0.021 
	
	0.014 
	
	0.014 
	

	fgood 
	
	~~ 
	
	worth 
	
	0.071 
	
	0.027 
	
	0.027 
	
	0.026 
	
	0.026 
	

	negemo1 
	
	=~ 
	
	enjoy 
	
	0.055 
	
	-0.019 
	
	-0.027 
	
	-0.015 
	
	-0.015 
	

	useless 
	
	~~ 
	
	finished 
	
	0.037 
	
	0.015 
	
	0.015 
	
	0.009 
	
	0.009 
	

	negemo1 
	
	=~ 
	
	fgood 
	
	0.024 
	
	-0.012 
	
	-0.016 
	
	-0.009 
	
	-0.009 
	

	fgood 
	
	~~ 
	
	finished 
	
	0.021 
	
	0.010 
	
	0.010 
	
	0.007 
	
	0.007 
	

	fun 
	
	~~ 
	
	lkwork 
	
	0.017 
	
	-0.015 
	
	-0.015 
	
	-0.006 
	
	-0.006 
	

	fgood 
	
	~~ 
	
	lkwork 
	
	0.002 
	
	0.004 
	
	0.004 
	
	0.002 
	
	0.002 
	

	useless 
	
	~~ 
	
	sucesful 
	
	0.001 
	
	0.003 
	
	0.003 
	
	0.002 
	
	0.002 
	

	fun 
	
	~~ 
	
	produtiv 
	
	0.001 
	
	0.003 
	
	0.003 
	
	0.001 
	
	0.001 
	

	fun 
	
	~~ 
	
	sucesful 
	
	0.000 
	
	-0.002 
	
	-0.002 
	
	-0.001 
	
	-0.001 
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Results
Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	Δχ² 
	p 

	Saturated 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	. 
	
	. 
	

	Model 1 
	
	47.000 
	
	28489.021 
	
	28627.616 
	
	286.203 
	
	286.203 
	
	< 0.001 
	

	

	Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	emo1 
	
	=~ 
	
	enjoy 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.973 
	
	0.533 
	
	0.533 
	
	
	

	emo1 
	
	=~ 
	
	fgood 
	
	
	
	1.355 
	
	0.105 
	
	12.945 
	
	< .001 
	
	1.150 
	
	1.561 
	
	1.319 
	
	0.787 
	
	0.787 
	
	
	

	emo1 
	
	=~ 
	
	worth 
	
	
	
	1.460 
	
	0.111 
	
	13.104 
	
	< .001 
	
	1.242 
	
	1.679 
	
	1.421 
	
	0.812 
	
	0.812 
	
	
	

	emo1 
	
	=~ 
	
	fun 
	
	
	
	0.954 
	
	0.099 
	
	9.677 
	
	< .001 
	
	0.761 
	
	1.147 
	
	0.929 
	
	0.486 
	
	0.486 
	
	
	

	emo1 
	
	=~ 
	
	useless 
	
	
	
	-0.516 
	
	0.103 
	
	-5.016 
	
	< .001 
	
	-0.717 
	
	-0.314 
	
	-0.502 
	
	-0.282 
	
	-0.282 
	
	
	

	negemo1 
	
	=~ 
	
	sad 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.347 
	
	0.762 
	
	0.762 
	
	
	

	negemo1 
	
	=~ 
	
	tense 
	
	
	
	0.761 
	
	0.057 
	
	13.310 
	
	< .001 
	
	0.649 
	
	0.873 
	
	1.026 
	
	0.561 
	
	0.561 
	
	
	

	negemo1 
	
	=~ 
	
	insecure 
	
	
	
	0.900 
	
	0.061 
	
	14.641 
	
	< .001 
	
	0.779 
	
	1.020 
	
	1.212 
	
	0.725 
	
	0.725 
	
	
	

	negemo1 
	
	=~ 
	
	useless 
	
	
	
	0.620 
	
	0.080 
	
	7.780 
	
	< .001 
	
	0.463 
	
	0.776 
	
	0.835 
	
	0.468 
	
	0.468 
	
	
	

	negemo1 
	
	=~ 
	
	produtiv 
	
	
	
	0.374 
	
	0.129 
	
	2.888 
	
	0.004 
	
	0.120 
	
	0.628 
	
	0.504 
	
	0.265 
	
	0.265 
	
	
	

	prod1 
	
	=~ 
	
	finished 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.825 
	
	0.519 
	
	0.519 
	
	
	

	prod1 
	
	=~ 
	
	produtiv 
	
	
	
	2.018 
	
	0.250 
	
	8.084 
	
	< .001 
	
	1.528 
	
	2.507 
	
	1.665 
	
	0.877 
	
	0.877 
	
	
	

	prod1 
	
	=~ 
	
	sucesful 
	
	
	
	1.120 
	
	0.106 
	
	10.601 
	
	< .001 
	
	0.913 
	
	1.327 
	
	0.924 
	
	0.595 
	
	0.595 
	
	
	

	prod1 
	
	=~ 
	
	lkwork 
	
	
	
	1.077 
	
	0.117 
	
	9.232 
	
	< .001 
	
	0.848 
	
	1.305 
	
	0.888 
	
	0.480 
	
	0.480 
	
	
	

	prod1 
	
	~ 
	
	emo1 
	
	
	
	0.586 
	
	0.079 
	
	7.381 
	
	< .001 
	
	0.430 
	
	0.741 
	
	0.691 
	
	0.691 
	
	0.691 
	
	
	

	prod1 
	
	~ 
	
	negemo1 
	
	
	
	-0.162 
	
	0.047 
	
	-3.462 
	
	< .001 
	
	-0.254 
	
	-0.070 
	
	-0.264 
	
	-0.264 
	
	-0.264 
	
	
	

	fun 
	
	~~ 
	
	useless 
	
	
	
	0.338 
	
	0.095 
	
	3.561 
	
	< .001 
	
	0.152 
	
	0.524 
	
	0.338 
	
	0.155 
	
	0.155 
	
	
	

	sad 
	
	~~ 
	
	tense 
	
	
	
	0.261 
	
	0.107 
	
	2.444 
	
	0.015 
	
	0.052 
	
	0.470 
	
	0.261 
	
	0.151 
	
	0.151 
	
	
	

	enjoy 
	
	~~ 
	
	enjoy 
	
	
	
	2.392 
	
	0.143 
	
	16.752 
	
	< .001 
	
	2.112 
	
	2.672 
	
	2.392 
	
	0.716 
	
	0.716 
	
	
	

	fgood 
	
	~~ 
	
	fgood 
	
	
	
	1.073 
	
	0.084 
	
	12.742 
	
	< .001 
	
	0.908 
	
	1.238 
	
	1.073 
	
	0.381 
	
	0.381 
	
	
	

	worth 
	
	~~ 
	
	worth 
	
	
	
	1.047 
	
	0.089 
	
	11.755 
	
	< .001 
	
	0.873 
	
	1.222 
	
	1.047 
	
	0.341 
	
	0.341 
	
	
	

	fun 
	
	~~ 
	
	fun 
	
	
	
	2.782 
	
	0.164 
	
	16.960 
	
	< .001 
	
	2.461 
	
	3.104 
	
	2.782 
	
	0.763 
	
	0.763 
	
	
	

	useless 
	
	~~ 
	
	useless 
	
	
	
	1.696 
	
	0.112 
	
	15.198 
	
	< .001 
	
	1.477 
	
	1.914 
	
	1.696 
	
	0.533 
	
	0.533 
	
	
	

	sad 
	
	~~ 
	
	sad 
	
	
	
	1.310 
	
	0.126 
	
	10.391 
	
	< .001 
	
	1.063 
	
	1.557 
	
	1.310 
	
	0.419 
	
	0.419 
	
	
	

	tense 
	
	~~ 
	
	tense 
	
	
	
	2.289 
	
	0.156 
	
	14.704 
	
	< .001 
	
	1.984 
	
	2.594 
	
	2.289 
	
	0.685 
	
	0.685 
	
	
	

	insecure 
	
	~~ 
	
	insecure 
	
	
	
	1.327 
	
	0.108 
	
	12.238 
	
	< .001 
	
	1.114 
	
	1.539 
	
	1.327 
	
	0.475 
	
	0.475 
	
	
	

	produtiv 
	
	~~ 
	
	produtiv 
	
	
	
	1.760 
	
	0.173 
	
	10.195 
	
	< .001 
	
	1.422 
	
	2.098 
	
	1.760 
	
	0.489 
	
	0.489 
	
	
	

	finished 
	
	~~ 
	
	finished 
	
	
	
	1.848 
	
	0.112 
	
	16.467 
	
	< .001 
	
	1.628 
	
	2.067 
	
	1.848 
	
	0.731 
	
	0.731 
	
	
	

	sucesful 
	
	~~ 
	
	sucesful 
	
	
	
	1.559 
	
	0.100 
	
	15.667 
	
	< .001 
	
	1.364 
	
	1.754 
	
	1.559 
	
	0.646 
	
	0.646 
	
	
	

	lkwork 
	
	~~ 
	
	lkwork 
	
	
	
	2.640 
	
	0.157 
	
	16.764 
	
	< .001 
	
	2.332 
	
	2.949 
	
	2.640 
	
	0.770 
	
	0.770 
	
	
	

	emo1 
	
	~~ 
	
	emo1 
	
	
	
	0.947 
	
	0.140 
	
	6.787 
	
	< .001 
	
	0.674 
	
	1.221 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	negemo1 
	
	~~ 
	
	negemo1 
	
	
	
	1.815 
	
	0.188 
	
	9.633 
	
	< .001 
	
	1.446 
	
	2.184 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	prod1 
	
	~~ 
	
	prod1 
	
	
	
	0.149 
	
	0.036 
	
	4.151 
	
	< .001 
	
	0.079 
	
	0.220 
	
	0.219 
	
	0.219 
	
	0.219 
	
	
	

	emo1 
	
	~~ 
	
	negemo1 
	
	
	
	-0.839 
	
	0.096 
	
	-8.713 
	
	< .001 
	
	-1.027 
	
	-0.650 
	
	-0.639 
	
	-0.639 
	
	-0.639 
	
	
	

	



	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	0.222 
	

	χ² 
	
	286.203 
	

	Degrees of freedom 
	
	47.000 
	

	p 
	
	< 0.001 
	

	

	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.905 
	

	Tucker-Lewis Index (TLI) 
	
	0.867 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.867 
	

	Bentler-Bonett Normed Fit Index (NFI) 
	
	0.889 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.633 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.845 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.906 
	

	Relative Noncentrality Index (RNI) 
	
	0.905 
	

	



	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	-14213.510 
	

	Loglikelihood unrestricted model (H1) 
	
	-14070.409 
	

	Number of free parameters 
	
	31.000 
	

	Akaike (AIC) 
	
	28489.021 
	

	Bayesian (BIC) 
	
	28627.616 
	

	Sample-size adjusted Bayesian (BIC) 
	
	28529.192 
	

	

	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.089 
	

	90 Percent Confidence Interval 
	
	0.079 - 0.099 
	

	p-value RMSEA <= 0.05 
	
	< 0.001 
	

	



	Standardized Root Mean Square Residual 

	  
	Model 

	RMR 
	
	0.183 
	

	RMR (No Mean) 
	
	0.183 
	

	SRMR 
	
	0.055 
	

	

	Other Fit Indices 

	  
	Model 

	Hoelter Critical N (CN) alpha=0.05 
	
	145.460 
	

	Hoelter Critical N (CN) alpha=0.01 
	
	164.515 
	

	Goodness of Fit Index (GFI) 
	
	0.924 
	

	Parsimony Goodness of Fit Index (GFI) 
	
	0.875 
	

	McDonald Fit Index (MFI) 
	
	0.831 
	

	Expected Cross-Validation Index (ECVI) 
	
	0.539 
	

	



	R-Squared 

	Variable 
	R² 

	enjoy 
	
	0.284 
	

	fgood 
	
	0.619 
	

	worth 
	
	0.659 
	

	fun 
	
	0.237 
	

	useless 
	
	0.467 
	

	sad 
	
	0.581 
	

	tense 
	
	0.315 
	

	insecure 
	
	0.525 
	

	produtiv 
	
	0.511 
	

	finished 
	
	0.269 
	

	sucesful 
	
	0.354 
	

	lkwork 
	
	0.230 
	

	prod1 
	
	0.781 
	

	

	Covariances (lower triangle) / correlations (upper triangle) 

	

	

	

	  
	  
	enjoy 
	fgood 
	worth 
	fun 
	useless 
	sad 
	tense 
	insecure 
	produtiv 
	finished 
	sucesful 
	lkwork 

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	enjoy 
	
	observed 
	
	3.339 
	
	0.473 
	
	0.395 
	
	0.487 
	
	-0.180 
	
	-0.289 
	
	-0.379 
	
	-0.275 
	
	0.194 
	
	0.202 
	
	0.249 
	
	0.188 
	

	enjoy 
	
	fitted 
	
	3.339 
	
	0.419 
	
	0.432 
	
	0.259 
	
	-0.309 
	
	-0.260 
	
	-0.191 
	
	-0.247 
	
	0.311 
	
	0.238 
	
	0.273 
	
	0.220 
	

	enjoy 
	
	residual 
	
	-0.000 
	
	0.054 
	
	-0.037 
	
	0.228 
	
	0.129 
	
	-0.030 
	
	-0.188 
	
	-0.028 
	
	-0.117 
	
	-0.035 
	
	-0.024 
	
	-0.031 
	

	fgood 
	
	observed 
	
	1.449 
	
	2.814 
	
	0.644 
	
	0.362 
	
	-0.429 
	
	-0.388 
	
	-0.306 
	
	-0.380 
	
	0.443 
	
	0.361 
	
	0.380 
	
	0.311 
	

	fgood 
	
	fitted 
	
	1.284 
	
	2.814 
	
	0.638 
	
	0.383 
	
	-0.457 
	
	-0.383 
	
	-0.282 
	
	-0.365 
	
	0.460 
	
	0.351 
	
	0.402 
	
	0.325 
	

	fgood 
	
	residual 
	
	0.165 
	
	0.000 
	
	0.006 
	
	-0.021 
	
	0.028 
	
	-0.005 
	
	-0.024 
	
	-0.016 
	
	-0.016 
	
	0.010 
	
	-0.023 
	
	-0.014 
	

	worth 
	
	observed 
	
	1.266 
	
	1.892 
	
	3.068 
	
	0.362 
	
	-0.486 
	
	-0.380 
	
	-0.248 
	
	-0.384 
	
	0.509 
	
	0.398 
	
	0.428 
	
	0.301 
	

	worth 
	
	fitted 
	
	1.383 
	
	1.875 
	
	3.068 
	
	0.395 
	
	-0.471 
	
	-0.395 
	
	-0.291 
	
	-0.376 
	
	0.474 
	
	0.362 
	
	0.415 
	
	0.335 
	

	worth 
	
	residual 
	
	-0.118 
	
	0.017 
	
	0.000 
	
	-0.032 
	
	-0.015 
	
	0.015 
	
	0.043 
	
	-0.008 
	
	0.034 
	
	0.036 
	
	0.013 
	
	-0.034 
	

	fun 
	
	observed 
	
	1.698 
	
	1.158 
	
	1.211 
	
	3.645 
	
	-0.176 
	
	-0.230 
	
	-0.251 
	
	-0.159 
	
	0.263 
	
	0.192 
	
	0.239 
	
	0.181 
	

	fun 
	
	fitted 
	
	0.904 
	
	1.225 
	
	1.320 
	
	3.645 
	
	-0.183 
	
	-0.237 
	
	-0.175 
	
	-0.225 
	
	0.284 
	
	0.217 
	
	0.249 
	
	0.201 
	

	fun 
	
	residual 
	
	0.794 
	
	-0.067 
	
	-0.109 
	
	-0.000 
	
	0.008 
	
	0.007 
	
	-0.076 
	
	0.067 
	
	-0.022 
	
	-0.025 
	
	-0.010 
	
	-0.020 
	

	useless 
	
	observed 
	
	-0.589 
	
	-1.284 
	
	-1.519 
	
	-0.599 
	
	3.186 
	
	0.526 
	
	0.275 
	
	0.478 
	
	-0.456 
	
	-0.306 
	
	-0.360 
	
	-0.321 
	

	useless 
	
	fitted 
	
	-1.008 
	
	-1.367 
	
	-1.472 
	
	-0.624 
	
	3.180 
	
	0.494 
	
	0.364 
	
	0.470 
	
	-0.330 
	
	-0.297 
	
	-0.341 
	
	-0.275 
	

	useless 
	
	residual 
	
	0.420 
	
	0.083 
	
	-0.047 
	
	0.026 
	
	0.006 
	
	0.032 
	
	-0.089 
	
	0.008 
	
	-0.126 
	
	-0.008 
	
	-0.019 
	
	-0.046 
	

	sad 
	
	observed 
	
	-0.935 
	
	-1.152 
	
	-1.177 
	
	-0.777 
	
	1.660 
	
	3.125 
	
	0.508 
	
	0.531 
	
	-0.283 
	
	-0.289 
	
	-0.334 
	
	-0.246 
	

	sad 
	
	fitted 
	
	-0.839 
	
	-1.137 
	
	-1.225 
	
	-0.800 
	
	1.557 
	
	3.125 
	
	0.508 
	
	0.552 
	
	-0.270 
	
	-0.279 
	
	-0.320 
	
	-0.258 
	

	sad 
	
	residual 
	
	-0.097 
	
	-0.015 
	
	0.048 
	
	0.023 
	
	0.103 
	
	-0.000 
	
	0.000 
	
	-0.021 
	
	-0.013 
	
	-0.010 
	
	-0.014 
	
	0.012 
	

	tense 
	
	observed 
	
	-1.267 
	
	-0.940 
	
	-0.795 
	
	-0.875 
	
	0.897 
	
	1.643 
	
	3.341 
	
	0.460 
	
	-0.051 
	
	-0.164 
	
	-0.216 
	
	-0.101 
	

	tense 
	
	fitted 
	
	-0.638 
	
	-0.865 
	
	-0.932 
	
	-0.609 
	
	1.185 
	
	1.643 
	
	3.341 
	
	0.407 
	
	-0.199 
	
	-0.206 
	
	-0.236 
	
	-0.190 
	

	tense 
	
	residual 
	
	-0.629 
	
	-0.074 
	
	0.137 
	
	-0.266 
	
	-0.289 
	
	0.000 
	
	0.000 
	
	0.054 
	
	0.148 
	
	0.042 
	
	0.020 
	
	0.089 
	

	insecure 
	
	observed 
	
	-0.839 
	
	-1.066 
	
	-1.125 
	
	-0.506 
	
	1.426 
	
	1.570 
	
	1.407 
	
	2.796 
	
	-0.229 
	
	-0.292 
	
	-0.332 
	
	-0.168 
	

	insecure 
	
	fitted 
	
	-0.754 
	
	-1.023 
	
	-1.102 
	
	-0.720 
	
	1.401 
	
	1.633 
	
	1.243 
	
	2.796 
	
	-0.257 
	
	-0.266 
	
	-0.305 
	
	-0.246 
	

	insecure 
	
	residual 
	
	-0.085 
	
	-0.044 
	
	-0.024 
	
	0.213 
	
	0.026 
	
	-0.063 
	
	0.164 
	
	0.000 
	
	0.027 
	
	-0.026 
	
	-0.027 
	
	0.078 
	

	produtiv 
	
	observed 
	
	0.673 
	
	1.411 
	
	1.690 
	
	0.952 
	
	-1.545 
	
	-0.949 
	
	-0.176 
	
	-0.728 
	
	3.600 
	
	0.359 
	
	0.370 
	
	0.372 
	

	produtiv 
	
	fitted 
	
	1.080 
	
	1.464 
	
	1.577 
	
	1.030 
	
	-1.118 
	
	-0.905 
	
	-0.689 
	
	-0.814 
	
	3.600 
	
	0.358 
	
	0.410 
	
	0.331 
	

	produtiv 
	
	residual 
	
	-0.407 
	
	-0.052 
	
	0.113 
	
	-0.078 
	
	-0.428 
	
	-0.044 
	
	0.513 
	
	0.086 
	
	-0.000 
	
	0.001 
	
	-0.040 
	
	0.041 
	

	finished 
	
	observed 
	
	0.588 
	
	0.962 
	
	1.109 
	
	0.584 
	
	-0.867 
	
	-0.814 
	
	-0.476 
	
	-0.776 
	
	1.083 
	
	2.528 
	
	0.313 
	
	0.181 
	

	finished 
	
	fitted 
	
	0.691 
	
	0.936 
	
	1.008 
	
	0.659 
	
	-0.842 
	
	-0.785 
	
	-0.598 
	
	-0.706 
	
	1.080 
	
	2.528 
	
	0.309 
	
	0.249 
	

	finished 
	
	residual 
	
	-0.103 
	
	0.026 
	
	0.100 
	
	-0.075 
	
	-0.025 
	
	-0.029 
	
	0.122 
	
	-0.070 
	
	0.003 
	
	-0.000 
	
	0.005 
	
	-0.068 
	

	sucesful 
	
	observed 
	
	0.705 
	
	0.990 
	
	1.166 
	
	0.709 
	
	-0.997 
	
	-0.918 
	
	-0.613 
	
	-0.862 
	
	1.092 
	
	0.774 
	
	2.413 
	
	0.365 
	

	sucesful 
	
	fitted 
	
	0.774 
	
	1.049 
	
	1.130 
	
	0.738 
	
	-0.944 
	
	-0.879 
	
	-0.669 
	
	-0.791 
	
	1.210 
	
	0.762 
	
	2.413 
	
	0.285 
	

	sucesful 
	
	residual 
	
	-0.068 
	
	-0.059 
	
	0.036 
	
	-0.029 
	
	-0.054 
	
	-0.039 
	
	0.056 
	
	-0.071 
	
	-0.118 
	
	0.012 
	
	0.000 
	
	0.080 
	

	lkwork 
	
	observed 
	
	0.638 
	
	0.965 
	
	0.975 
	
	0.639 
	
	-1.061 
	
	-0.806 
	
	-0.342 
	
	-0.520 
	
	1.307 
	
	0.533 
	
	1.051 
	
	3.430 
	

	lkwork 
	
	fitted 
	
	0.744 
	
	1.008 
	
	1.086 
	
	0.710 
	
	-0.907 
	
	-0.845 
	
	-0.644 
	
	-0.760 
	
	1.163 
	
	0.733 
	
	0.821 
	
	3.430 
	

	lkwork 
	
	residual 
	
	-0.106 
	
	-0.043 
	
	-0.111 
	
	-0.071 
	
	-0.154 
	
	0.039 
	
	0.302 
	
	0.241 
	
	0.144 
	
	-0.200 
	
	0.230 
	
	0.000 
	

	



	Modification Indices 

	  
	  
	  
	mi 
	epc 
	sepc (lv) 
	sepc (all) 
	sepc (nox) 

	enjoy 
	
	~~ 
	
	fun 
	
	58.198 
	
	0.832 
	
	0.832 
	
	0.322 
	
	0.322 
	

	enjoy 
	
	~~ 
	
	tense 
	
	48.134 
	
	-0.669 
	
	-0.669 
	
	-0.286 
	
	-0.286 
	

	useless 
	
	~~ 
	
	produtiv 
	
	34.770 
	
	-0.513 
	
	-0.513 
	
	-0.297 
	
	-0.297 
	

	prod1 
	
	=~ 
	
	useless 
	
	30.148 
	
	-1.430 
	
	-1.180 
	
	-0.662 
	
	-0.662 
	

	tense 
	
	~~ 
	
	produtiv 
	
	29.677 
	
	0.515 
	
	0.515 
	
	0.256 
	
	0.256 
	

	enjoy 
	
	~~ 
	
	useless 
	
	27.272 
	
	0.464 
	
	0.464 
	
	0.230 
	
	0.230 
	

	enjoy 
	
	~~ 
	
	produtiv 
	
	19.772 
	
	-0.440 
	
	-0.440 
	
	-0.214 
	
	-0.214 
	

	useless 
	
	~~ 
	
	tense 
	
	18.103 
	
	-0.393 
	
	-0.393 
	
	-0.200 
	
	-0.200 
	

	sad 
	
	~~ 
	
	insecure 
	
	16.754 
	
	-0.539 
	
	-0.539 
	
	-0.409 
	
	-0.409 
	

	tense 
	
	~~ 
	
	insecure 
	
	15.787 
	
	0.412 
	
	0.412 
	
	0.236 
	
	0.236 
	

	prod1 
	
	=~ 
	
	tense 
	
	13.415 
	
	0.550 
	
	0.454 
	
	0.248 
	
	0.248 
	

	prod1 
	
	=~ 
	
	enjoy 
	
	12.764 
	
	-0.975 
	
	-0.804 
	
	-0.440 
	
	-0.440 
	

	useless 
	
	~~ 
	
	sad 
	
	12.533 
	
	0.331 
	
	0.331 
	
	0.222 
	
	0.222 
	

	enjoy 
	
	~~ 
	
	fgood 
	
	11.414 
	
	0.275 
	
	0.275 
	
	0.172 
	
	0.172 
	

	sucesful 
	
	~~ 
	
	lkwork 
	
	10.763 
	
	0.298 
	
	0.298 
	
	0.147 
	
	0.147 
	

	fun 
	
	~~ 
	
	insecure 
	
	7.911 
	
	0.254 
	
	0.254 
	
	0.132 
	
	0.132 
	

	fun 
	
	~~ 
	
	tense 
	
	7.791 
	
	-0.289 
	
	-0.289 
	
	-0.115 
	
	-0.115 
	

	enjoy 
	
	~~ 
	
	worth 
	
	6.616 
	
	-0.218 
	
	-0.218 
	
	-0.138 
	
	-0.138 
	

	produtiv 
	
	~~ 
	
	sucesful 
	
	6.523 
	
	-0.266 
	
	-0.266 
	
	-0.160 
	
	-0.160 
	

	insecure 
	
	~~ 
	
	lkwork 
	
	6.494 
	
	0.225 
	
	0.225 
	
	0.120 
	
	0.120 
	

	finished 
	
	~~ 
	
	lkwork 
	
	6.419 
	
	-0.242 
	
	-0.242 
	
	-0.110 
	
	-0.110 
	

	fgood 
	
	~~ 
	
	useless 
	
	6.412 
	
	0.184 
	
	0.184 
	
	0.136 
	
	0.136 
	

	prod1 
	
	=~ 
	
	worth 
	
	5.603 
	
	0.690 
	
	0.570 
	
	0.325 
	
	0.325 
	

	worth 
	
	~~ 
	
	produtiv 
	
	4.491 
	
	0.178 
	
	0.178 
	
	0.131 
	
	0.131 
	

	negemo1 
	
	=~ 
	
	lkwork 
	
	4.443 
	
	0.220 
	
	0.296 
	
	0.160 
	
	0.160 
	

	useless 
	
	~~ 
	
	lkwork 
	
	4.365 
	
	-0.192 
	
	-0.192 
	
	-0.091 
	
	-0.091 
	

	worth 
	
	~~ 
	
	fun 
	
	4.112 
	
	-0.186 
	
	-0.186 
	
	-0.109 
	
	-0.109 
	

	produtiv 
	
	~~ 
	
	lkwork 
	
	3.367 
	
	0.214 
	
	0.214 
	
	0.099 
	
	0.099 
	

	fgood 
	
	~~ 
	
	tense 
	
	3.327 
	
	-0.131 
	
	-0.131 
	
	-0.084 
	
	-0.084 
	

	worth 
	
	~~ 
	
	tense 
	
	3.324 
	
	0.134 
	
	0.134 
	
	0.086 
	
	0.086 
	

	tense 
	
	~~ 
	
	lkwork 
	
	3.022 
	
	0.177 
	
	0.177 
	
	0.072 
	
	0.072 
	

	worth 
	
	~~ 
	
	lkwork 
	
	2.890 
	
	-0.139 
	
	-0.139 
	
	-0.084 
	
	-0.084 
	

	fgood 
	
	~~ 
	
	fun 
	
	2.716 
	
	-0.145 
	
	-0.145 
	
	-0.084 
	
	-0.084 
	

	insecure 
	
	~~ 
	
	produtiv 
	
	2.611 
	
	0.140 
	
	0.140 
	
	0.092 
	
	0.092 
	

	worth 
	
	~~ 
	
	finished 
	
	2.558 
	
	0.111 
	
	0.111 
	
	0.080 
	
	0.080 
	

	sad 
	
	~~ 
	
	produtiv 
	
	2.512 
	
	-0.138 
	
	-0.138 
	
	-0.091 
	
	-0.091 
	

	emo1 
	
	=~ 
	
	lkwork 
	
	2.330 
	
	-0.384 
	
	-0.374 
	
	-0.202 
	
	-0.202 
	

	prod1 
	
	=~ 
	
	sad 
	
	2.194 
	
	-0.227 
	
	-0.188 
	
	-0.106 
	
	-0.106 
	

	prod1 
	
	=~ 
	
	fgood 
	
	2.017 
	
	-0.385 
	
	-0.317 
	
	-0.189 
	
	-0.189 
	

	negemo1 
	
	=~ 
	
	sucesful 
	
	1.991 
	
	-0.133 
	
	-0.179 
	
	-0.116 
	
	-0.116 
	

	negemo1 
	
	=~ 
	
	enjoy 
	
	1.773 
	
	-0.109 
	
	-0.147 
	
	-0.080 
	
	-0.080 
	

	insecure 
	
	~~ 
	
	finished 
	
	1.721 
	
	-0.098 
	
	-0.098 
	
	-0.063 
	
	-0.063 
	

	worth 
	
	~~ 
	
	useless 
	
	1.475 
	
	-0.092 
	
	-0.092 
	
	-0.069 
	
	-0.069 
	

	fgood 
	
	~~ 
	
	produtiv 
	
	1.221 
	
	-0.089 
	
	-0.089 
	
	-0.065 
	
	-0.065 
	

	insecure 
	
	~~ 
	
	sucesful 
	
	1.207 
	
	-0.078 
	
	-0.078 
	
	-0.054 
	
	-0.054 
	

	worth 
	
	~~ 
	
	insecure 
	
	1.092 
	
	-0.067 
	
	-0.067 
	
	-0.057 
	
	-0.057 
	

	fgood 
	
	~~ 
	
	sucesful 
	
	1.092 
	
	-0.067 
	
	-0.067 
	
	-0.052 
	
	-0.052 
	

	fgood 
	
	~~ 
	
	insecure 
	
	0.978 
	
	-0.062 
	
	-0.062 
	
	-0.052 
	
	-0.052 
	

	worth 
	
	~~ 
	
	sad 
	
	0.948 
	
	0.062 
	
	0.062 
	
	0.053 
	
	0.053 
	

	emo1 
	
	=~ 
	
	finished 
	
	0.885 
	
	0.206 
	
	0.200 
	
	0.126 
	
	0.126 
	

	emo1 
	
	=~ 
	
	produtiv 
	
	0.866 
	
	0.381 
	
	0.371 
	
	0.196 
	
	0.196 
	

	fgood 
	
	~~ 
	
	worth 
	
	0.822 
	
	0.085 
	
	0.085 
	
	0.080 
	
	0.080 
	

	fun 
	
	~~ 
	
	finished 
	
	0.814 
	
	-0.086 
	
	-0.086 
	
	-0.038 
	
	-0.038 
	

	useless 
	
	~~ 
	
	finished 
	
	0.808 
	
	0.070 
	
	0.070 
	
	0.039 
	
	0.039 
	

	enjoy 
	
	~~ 
	
	finished 
	
	0.749 
	
	-0.077 
	
	-0.077 
	
	-0.037 
	
	-0.037 
	

	negemo1 
	
	=~ 
	
	fun 
	
	0.711 
	
	0.074 
	
	0.100 
	
	0.052 
	
	0.052 
	

	sad 
	
	~~ 
	
	lkwork 
	
	0.699 
	
	-0.073 
	
	-0.073 
	
	-0.039 
	
	-0.039 
	

	prod1 
	
	=~ 
	
	insecure 
	
	0.608 
	
	0.132 
	
	0.109 
	
	0.065 
	
	0.065 
	

	prod1 
	
	=~ 
	
	fun 
	
	0.586 
	
	-0.221 
	
	-0.183 
	
	-0.096 
	
	-0.096 
	

	worth 
	
	~~ 
	
	sucesful 
	
	0.567 
	
	0.050 
	
	0.050 
	
	0.039 
	
	0.039 
	

	negemo1 
	
	=~ 
	
	worth 
	
	0.491 
	
	0.053 
	
	0.071 
	
	0.041 
	
	0.041 
	

	tense 
	
	~~ 
	
	finished 
	
	0.469 
	
	0.059 
	
	0.059 
	
	0.029 
	
	0.029 
	

	enjoy 
	
	~~ 
	
	sad 
	
	0.457 
	
	0.055 
	
	0.055 
	
	0.031 
	
	0.031 
	

	emo1 
	
	=~ 
	
	tense 
	
	0.444 
	
	0.076 
	
	0.074 
	
	0.041 
	
	0.041 
	

	emo1 
	
	=~ 
	
	sad 
	
	0.312 
	
	-0.068 
	
	-0.066 
	
	-0.037 
	
	-0.037 
	

	useless 
	
	~~ 
	
	sucesful 
	
	0.290 
	
	0.039 
	
	0.039 
	
	0.024 
	
	0.024 
	

	enjoy 
	
	~~ 
	
	insecure 
	
	0.237 
	
	-0.040 
	
	-0.040 
	
	-0.023 
	
	-0.023 
	

	emo1 
	
	=~ 
	
	sucesful 
	
	0.223 
	
	-0.106 
	
	-0.103 
	
	-0.067 
	
	-0.067 
	

	negemo1 
	
	=~ 
	
	finished 
	
	0.207 
	
	-0.041 
	
	-0.056 
	
	-0.035 
	
	-0.035 
	

	fgood 
	
	~~ 
	
	finished 
	
	0.152 
	
	0.026 
	
	0.026 
	
	0.019 
	
	0.019 
	

	fgood 
	
	~~ 
	
	sad 
	
	0.141 
	
	0.023 
	
	0.023 
	
	0.020 
	
	0.020 
	

	negemo1 
	
	=~ 
	
	fgood 
	
	0.115 
	
	-0.024 
	
	-0.033 
	
	-0.019 
	
	-0.019 
	

	enjoy 
	
	~~ 
	
	lkwork 
	
	0.097 
	
	-0.033 
	
	-0.033 
	
	-0.013 
	
	-0.013 
	

	sad 
	
	~~ 
	
	finished 
	
	0.045 
	
	-0.016 
	
	-0.016 
	
	-0.010 
	
	-0.010 
	

	sad 
	
	~~ 
	
	sucesful 
	
	0.044 
	
	0.015 
	
	0.015 
	
	0.010 
	
	0.010 
	

	finished 
	
	~~ 
	
	sucesful 
	
	0.042 
	
	0.016 
	
	0.016 
	
	0.009 
	
	0.009 
	

	produtiv 
	
	~~ 
	
	finished 
	
	0.027 
	
	0.017 
	
	0.017 
	
	0.009 
	
	0.009 
	

	tense 
	
	~~ 
	
	sucesful 
	
	0.023 
	
	-0.012 
	
	-0.012 
	
	-0.006 
	
	-0.006 
	

	enjoy 
	
	~~ 
	
	sucesful 
	
	0.016 
	
	-0.011 
	
	-0.011 
	
	-0.005 
	
	-0.005 
	

	fun 
	
	~~ 
	
	produtiv 
	
	0.013 
	
	0.012 
	
	0.012 
	
	0.005 
	
	0.005 
	

	emo1 
	
	=~ 
	
	insecure 
	
	0.011 
	
	-0.014 
	
	-0.014 
	
	-0.008 
	
	-0.008 
	

	fun 
	
	~~ 
	
	lkwork 
	
	0.007 
	
	0.009 
	
	0.009 
	
	0.003 
	
	0.003 
	

	fun 
	
	~~ 
	
	sucesful 
	
	0.004 
	
	-0.005 
	
	-0.005 
	
	-0.003 
	
	-0.003 
	

	useless 
	
	~~ 
	
	insecure 
	
	0.001 
	
	-0.004 
	
	-0.004 
	
	-0.003 
	
	-0.003 
	

	fun 
	
	~~ 
	
	sad 
	
	0.000 
	
	-0.001 
	
	-0.001 
	
	-0.001 
	
	-0.001 
	

	fgood 
	
	~~ 
	
	lkwork 
	
	0.000 
	
	-0.001 
	
	-0.001 
	
	-0.000 
	
	-0.000 
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Results
lavaan: Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	Δχ² 
	p 

	Saturated 
	
	0 
	
	. 
	
	. 
	
	0.000 
	
	. 
	
	. 
	

	Model 1 
	
	41 
	
	25355.6 
	
	25467.4 
	
	259.298 
	
	259.298 
	
	< 0.001 
	

	

	Parameter Estimates 

	

	

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	emo1 
	
	=~ 
	
	enjoy 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.966 
	
	0.529 
	
	0.529 
	
	. 
	

	emo1 
	
	=~ 
	
	fgood 
	
	. 
	
	1.406 
	
	0.112 
	
	12.576 
	
	< .001 
	
	1.187 
	
	1.626 
	
	1.359 
	
	0.810 
	
	0.810 
	
	. 
	

	emo1 
	
	=~ 
	
	worth 
	
	. 
	
	1.454 
	
	0.116 
	
	12.549 
	
	< .001 
	
	1.227 
	
	1.681 
	
	1.405 
	
	0.802 
	
	0.802 
	
	. 
	

	negemo1 
	
	=~ 
	
	fearful 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.181 
	
	0.731 
	
	0.731 
	
	. 
	

	negemo1 
	
	=~ 
	
	angry 
	
	. 
	
	1.012 
	
	0.067 
	
	15.216 
	
	< .001 
	
	0.882 
	
	1.142 
	
	1.196 
	
	0.740 
	
	0.740 
	
	. 
	

	negemo1 
	
	=~ 
	
	tense 
	
	. 
	
	1.163 
	
	0.076 
	
	15.301 
	
	< .001 
	
	1.014 
	
	1.312 
	
	1.374 
	
	0.752 
	
	0.752 
	
	. 
	

	prod1 
	
	=~ 
	
	busy 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.137 
	
	0.676 
	
	0.676 
	
	. 
	

	prod1 
	
	=~ 
	
	dowill 
	
	. 
	
	0.500 
	
	0.049 
	
	10.250 
	
	< .001 
	
	0.404 
	
	0.595 
	
	0.568 
	
	0.476 
	
	0.476 
	
	. 
	

	prod1 
	
	=~ 
	
	sucesful 
	
	. 
	
	0.871 
	
	0.066 
	
	13.136 
	
	< .001 
	
	0.741 
	
	1.001 
	
	0.990 
	
	0.637 
	
	0.637 
	
	. 
	

	prod1 
	
	=~ 
	
	steady 
	
	. 
	
	1.004 
	
	0.075 
	
	13.344 
	
	< .001 
	
	0.856 
	
	1.151 
	
	1.142 
	
	0.651 
	
	0.651 
	
	. 
	

	prod1 
	
	=~ 
	
	produtiv 
	
	. 
	
	1.121 
	
	0.082 
	
	13.661 
	
	< .001 
	
	0.960 
	
	1.281 
	
	1.275 
	
	0.672 
	
	0.672 
	
	. 
	

	negemo1 
	
	~ 
	
	emo1 
	
	. 
	
	-0.619 
	
	0.074 
	
	-8.382 
	
	< .001 
	
	-0.764 
	
	-0.474 
	
	-0.506 
	
	-0.506 
	
	-0.506 
	
	. 
	

	prod1 
	
	~ 
	
	emo1 
	
	. 
	
	0.854 
	
	0.094 
	
	9.072 
	
	< .001 
	
	0.670 
	
	1.039 
	
	0.726 
	
	0.726 
	
	0.726 
	
	. 
	

	prod1 
	
	~ 
	
	negemo1 
	
	. 
	
	0.102 
	
	0.053 
	
	1.921 
	
	0.055 
	
	-0.002 
	
	0.206 
	
	0.106 
	
	0.106 
	
	0.106 
	
	. 
	

	enjoy 
	
	~~ 
	
	enjoy 
	
	. 
	
	2.406 
	
	0.146 
	
	16.532 
	
	< .001 
	
	2.121 
	
	2.691 
	
	2.406 
	
	0.720 
	
	0.720 
	
	. 
	

	fgood 
	
	~~ 
	
	fgood 
	
	. 
	
	0.967 
	
	0.094 
	
	10.260 
	
	< .001 
	
	0.782 
	
	1.152 
	
	0.967 
	
	0.344 
	
	0.344 
	
	. 
	

	worth 
	
	~~ 
	
	worth 
	
	. 
	
	1.095 
	
	0.103 
	
	10.639 
	
	< .001 
	
	0.893 
	
	1.297 
	
	1.095 
	
	0.357 
	
	0.357 
	
	. 
	

	fearful 
	
	~~ 
	
	fearful 
	
	. 
	
	1.217 
	
	0.099 
	
	12.297 
	
	< .001 
	
	1.023 
	
	1.411 
	
	1.217 
	
	0.466 
	
	0.466 
	
	. 
	

	angry 
	
	~~ 
	
	angry 
	
	. 
	
	1.184 
	
	0.099 
	
	11.985 
	
	< .001 
	
	0.990 
	
	1.377 
	
	1.184 
	
	0.453 
	
	0.453 
	
	. 
	

	tense 
	
	~~ 
	
	tense 
	
	. 
	
	1.453 
	
	0.126 
	
	11.526 
	
	< .001 
	
	1.206 
	
	1.700 
	
	1.453 
	
	0.435 
	
	0.435 
	
	. 
	

	busy 
	
	~~ 
	
	busy 
	
	. 
	
	1.540 
	
	0.110 
	
	14.054 
	
	< .001 
	
	1.325 
	
	1.755 
	
	1.540 
	
	0.544 
	
	0.544 
	
	. 
	

	dowill 
	
	~~ 
	
	dowill 
	
	. 
	
	1.105 
	
	0.066 
	
	16.629 
	
	< .001 
	
	0.974 
	
	1.235 
	
	1.105 
	
	0.774 
	
	0.774 
	
	. 
	

	sucesful 
	
	~~ 
	
	sucesful 
	
	. 
	
	1.433 
	
	0.097 
	
	14.788 
	
	< .001 
	
	1.243 
	
	1.622 
	
	1.433 
	
	0.594 
	
	0.594 
	
	. 
	

	steady 
	
	~~ 
	
	steady 
	
	. 
	
	1.775 
	
	0.122 
	
	14.553 
	
	< .001 
	
	1.536 
	
	2.014 
	
	1.775 
	
	0.577 
	
	0.577 
	
	. 
	

	produtiv 
	
	~~ 
	
	produtiv 
	
	. 
	
	1.976 
	
	0.140 
	
	14.138 
	
	< .001 
	
	1.702 
	
	2.250 
	
	1.976 
	
	0.549 
	
	0.549 
	
	. 
	

	emo1 
	
	~~ 
	
	emo1 
	
	. 
	
	0.934 
	
	0.141 
	
	6.624 
	
	< .001 
	
	0.657 
	
	1.210 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	negemo1 
	
	~~ 
	
	negemo1 
	
	. 
	
	1.038 
	
	0.117 
	
	8.852 
	
	< .001 
	
	0.808 
	
	1.268 
	
	0.744 
	
	0.744 
	
	0.744 
	
	. 
	

	prod1 
	
	~~ 
	
	prod1 
	
	. 
	
	0.698 
	
	0.095 
	
	7.375 
	
	< .001 
	
	0.513 
	
	0.884 
	
	0.540 
	
	0.540 
	
	0.540 
	
	. 
	

	






Results
lavaan: Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	Δχ² 
	p 

	Saturated 
	
	0 
	
	. 
	
	. 
	
	0.000 
	
	. 
	
	. 
	

	Model 1 
	
	41 
	
	25355.6 
	
	25467.4 
	
	259.298 
	
	259.298 
	
	< 0.001 
	

	

	Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	emo1 
	
	=~ 
	
	enjoy 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.966 
	
	0.529 
	
	0.529 
	
	. 
	

	emo1 
	
	=~ 
	
	fgood 
	
	. 
	
	1.406 
	
	0.112 
	
	12.576 
	
	< .001 
	
	1.187 
	
	1.626 
	
	1.359 
	
	0.810 
	
	0.810 
	
	. 
	

	emo1 
	
	=~ 
	
	worth 
	
	. 
	
	1.454 
	
	0.116 
	
	12.549 
	
	< .001 
	
	1.227 
	
	1.681 
	
	1.405 
	
	0.802 
	
	0.802 
	
	. 
	

	negemo1 
	
	=~ 
	
	fearful 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.181 
	
	0.731 
	
	0.731 
	
	. 
	

	negemo1 
	
	=~ 
	
	angry 
	
	. 
	
	1.012 
	
	0.067 
	
	15.216 
	
	< .001 
	
	0.882 
	
	1.142 
	
	1.196 
	
	0.740 
	
	0.740 
	
	. 
	

	negemo1 
	
	=~ 
	
	tense 
	
	. 
	
	1.163 
	
	0.076 
	
	15.301 
	
	< .001 
	
	1.014 
	
	1.312 
	
	1.374 
	
	0.752 
	
	0.752 
	
	. 
	

	prod1 
	
	=~ 
	
	busy 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.137 
	
	0.676 
	
	0.676 
	
	. 
	

	prod1 
	
	=~ 
	
	dowill 
	
	. 
	
	0.500 
	
	0.049 
	
	10.250 
	
	< .001 
	
	0.404 
	
	0.595 
	
	0.568 
	
	0.476 
	
	0.476 
	
	. 
	

	prod1 
	
	=~ 
	
	sucesful 
	
	. 
	
	0.871 
	
	0.066 
	
	13.136 
	
	< .001 
	
	0.741 
	
	1.001 
	
	0.990 
	
	0.637 
	
	0.637 
	
	. 
	

	prod1 
	
	=~ 
	
	steady 
	
	. 
	
	1.004 
	
	0.075 
	
	13.344 
	
	< .001 
	
	0.856 
	
	1.151 
	
	1.142 
	
	0.651 
	
	0.651 
	
	. 
	

	prod1 
	
	=~ 
	
	produtiv 
	
	. 
	
	1.121 
	
	0.082 
	
	13.661 
	
	< .001 
	
	0.960 
	
	1.281 
	
	1.275 
	
	0.672 
	
	0.672 
	
	. 
	

	negemo1 
	
	=~ 
	
	emo1 
	
	. 
	
	-0.414 
	
	0.050 
	
	-8.321 
	
	< .001 
	
	-0.511 
	
	-0.316 
	
	-0.506 
	
	-0.506 
	
	-0.506 
	
	. 
	

	prod1 
	
	~ 
	
	emo1 
	
	. 
	
	0.854 
	
	0.094 
	
	9.072 
	
	< .001 
	
	0.670 
	
	1.039 
	
	0.726 
	
	0.726 
	
	0.726 
	
	. 
	

	prod1 
	
	~ 
	
	negemo1 
	
	. 
	
	0.102 
	
	0.053 
	
	1.921 
	
	0.055 
	
	-0.002 
	
	0.206 
	
	0.106 
	
	0.106 
	
	0.106 
	
	. 
	

	enjoy 
	
	~~ 
	
	enjoy 
	
	. 
	
	2.406 
	
	0.146 
	
	16.532 
	
	< .001 
	
	2.121 
	
	2.691 
	
	2.406 
	
	0.720 
	
	0.720 
	
	. 
	

	fgood 
	
	~~ 
	
	fgood 
	
	. 
	
	0.967 
	
	0.094 
	
	10.260 
	
	< .001 
	
	0.782 
	
	1.152 
	
	0.967 
	
	0.344 
	
	0.344 
	
	. 
	

	worth 
	
	~~ 
	
	worth 
	
	. 
	
	1.095 
	
	0.103 
	
	10.639 
	
	< .001 
	
	0.893 
	
	1.297 
	
	1.095 
	
	0.357 
	
	0.357 
	
	. 
	

	fearful 
	
	~~ 
	
	fearful 
	
	. 
	
	1.217 
	
	0.099 
	
	12.297 
	
	< .001 
	
	1.023 
	
	1.411 
	
	1.217 
	
	0.466 
	
	0.466 
	
	. 
	

	angry 
	
	~~ 
	
	angry 
	
	. 
	
	1.184 
	
	0.099 
	
	11.985 
	
	< .001 
	
	0.990 
	
	1.377 
	
	1.184 
	
	0.453 
	
	0.453 
	
	. 
	

	tense 
	
	~~ 
	
	tense 
	
	. 
	
	1.453 
	
	0.126 
	
	11.526 
	
	< .001 
	
	1.206 
	
	1.700 
	
	1.453 
	
	0.435 
	
	0.435 
	
	. 
	

	busy 
	
	~~ 
	
	busy 
	
	. 
	
	1.540 
	
	0.110 
	
	14.054 
	
	< .001 
	
	1.325 
	
	1.755 
	
	1.540 
	
	0.544 
	
	0.544 
	
	. 
	

	dowill 
	
	~~ 
	
	dowill 
	
	. 
	
	1.105 
	
	0.066 
	
	16.629 
	
	< .001 
	
	0.974 
	
	1.235 
	
	1.105 
	
	0.774 
	
	0.774 
	
	. 
	

	sucesful 
	
	~~ 
	
	sucesful 
	
	. 
	
	1.433 
	
	0.097 
	
	14.788 
	
	< .001 
	
	1.243 
	
	1.622 
	
	1.433 
	
	0.594 
	
	0.594 
	
	. 
	

	steady 
	
	~~ 
	
	steady 
	
	. 
	
	1.775 
	
	0.122 
	
	14.553 
	
	< .001 
	
	1.536 
	
	2.014 
	
	1.775 
	
	0.577 
	
	0.577 
	
	. 
	

	produtiv 
	
	~~ 
	
	produtiv 
	
	. 
	
	1.976 
	
	0.140 
	
	14.138 
	
	< .001 
	
	1.702 
	
	2.250 
	
	1.976 
	
	0.549 
	
	0.549 
	
	. 
	

	emo1 
	
	~~ 
	
	emo1 
	
	. 
	
	0.694 
	
	0.108 
	
	6.423 
	
	< .001 
	
	0.483 
	
	0.906 
	
	0.744 
	
	0.744 
	
	0.744 
	
	. 
	

	negemo1 
	
	~~ 
	
	negemo1 
	
	. 
	
	1.396 
	
	0.147 
	
	9.462 
	
	< .001 
	
	1.107 
	
	1.685 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	prod1 
	
	~~ 
	
	prod1 
	
	. 
	
	0.698 
	
	0.095 
	
	7.375 
	
	< .001 
	
	0.513 
	
	0.884 
	
	0.540 
	
	0.540 
	
	0.540 
	
	. 
	

	



	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	0.201 
	

	χ² 
	
	259.298 
	

	Degrees of freedom 
	
	41 
	

	p 
	
	< 0.001 
	

	

	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.904 
	

	Tucker-Lewis Index (TLI) 
	
	0.872 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.872 
	

	Bentler-Bonett Normed Fit Index (NFI) 
	
	0.889 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.663 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.851 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.905 
	

	Relative Noncentrality Index (RNI) 
	
	0.904 
	

	



	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	-12652.819 
	

	Loglikelihood unrestricted model (H1) 
	
	-12523.170 
	

	Number of free parameters 
	
	25 
	

	Akaike (AIC) 
	
	25355.638 
	

	Bayesian (BIC) 
	
	25467.408 
	

	Sample-size adjusted Bayesian (BIC) 
	
	25388.034 
	

	

	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.091 
	

	90 Percent Confidence Interval 
	
	0.080 - 0.102 
	

	p-value RMSEA <= 0.05 
	
	< 0.001 
	

	



	Standardized Root Mean Square Residual 

	  
	Model 

	RMR 
	
	0.204 
	

	RMR (No Mean) 
	
	0.204 
	

	SRMR 
	
	0.070 
	

	

	Other Fit Indices 

	  
	Model 

	Hoelter Critical N (CN) alpha=0.05 
	
	142.863 
	

	Hoelter Critical N (CN) alpha=0.01 
	
	162.813 
	

	Goodness of Fit Index (GFI) 
	
	0.926 
	

	Parsimony Goodness of Fit Index (GFI) 
	
	0.881 
	

	McDonald Fit Index (MFI) 
	
	0.845 
	

	Expected Cross-Validation Index (ECVI) 
	
	0.479 
	

	



	Modification Indices 

	  
	  
	  
	mi 
	epc 
	sepc (lv) 
	sepc (all) 
	sepc (nox) 

	negemo1 
	
	~ 
	
	prod1 
	
	13035.945 
	
	-78.941 
	
	-75.999 
	
	-75.999 
	
	-75.999 
	

	emo1 
	
	~~ 
	
	negemo1 
	
	144.182 
	
	-0.614 
	
	-0.623 
	
	-0.623 
	
	-0.623 
	

	emo1 
	
	~ 
	
	negemo1 
	
	144.182 
	
	-0.440 
	
	-0.538 
	
	-0.538 
	
	-0.538 
	

	negemo1 
	
	~ 
	
	emo1 
	
	144.182 
	
	-0.884 
	
	-0.723 
	
	-0.723 
	
	-0.723 
	

	emo1 
	
	=~ 
	
	produtiv 
	
	40.069 
	
	0.842 
	
	0.813 
	
	0.429 
	
	0.429 
	

	prod1 
	
	=~ 
	
	worth 
	
	38.020 
	
	0.482 
	
	0.549 
	
	0.313 
	
	0.313 
	

	enjoy 
	
	~~ 
	
	tense 
	
	34.792 
	
	-0.528 
	
	-0.528 
	
	-0.283 
	
	-0.283 
	

	emo1 
	
	=~ 
	
	busy 
	
	33.335 
	
	-0.681 
	
	-0.658 
	
	-0.391 
	
	-0.391 
	

	negemo1 
	
	=~ 
	
	sucesful 
	
	31.734 
	
	-0.294 
	
	-0.347 
	
	-0.223 
	
	-0.223 
	

	negemo1 
	
	=~ 
	
	enjoy 
	
	31.619 
	
	-0.341 
	
	-0.403 
	
	-0.220 
	
	-0.220 
	

	busy 
	
	~~ 
	
	steady 
	
	30.211 
	
	0.502 
	
	0.502 
	
	0.304 
	
	0.304 
	

	prod1 
	
	=~ 
	
	fearful 
	
	30.042 
	
	-0.295 
	
	-0.335 
	
	-0.207 
	
	-0.207 
	

	enjoy 
	
	~~ 
	
	busy 
	
	26.629 
	
	-0.446 
	
	-0.446 
	
	-0.232 
	
	-0.232 
	

	emo1 
	
	=~ 
	
	fearful 
	
	24.605 
	
	-0.338 
	
	-0.326 
	
	-0.202 
	
	-0.202 
	

	enjoy 
	
	~~ 
	
	fgood 
	
	21.567 
	
	0.427 
	
	0.427 
	
	0.280 
	
	0.280 
	

	worth 
	
	~~ 
	
	produtiv 
	
	20.830 
	
	0.358 
	
	0.358 
	
	0.243 
	
	0.243 
	

	negemo1 
	
	=~ 
	
	dowill 
	
	19.367 
	
	-0.185 
	
	-0.219 
	
	-0.183 
	
	-0.183 
	

	emo1 
	
	=~ 
	
	steady 
	
	17.607 
	
	-0.517 
	
	-0.499 
	
	-0.285 
	
	-0.285 
	

	fgood 
	
	~~ 
	
	busy 
	
	16.901 
	
	-0.272 
	
	-0.272 
	
	-0.223 
	
	-0.223 
	

	negemo1 
	
	=~ 
	
	fgood 
	
	16.710 
	
	-0.190 
	
	-0.225 
	
	-0.134 
	
	-0.134 
	

	prod1 
	
	=~ 
	
	enjoy 
	
	15.874 
	
	-0.340 
	
	-0.387 
	
	-0.212 
	
	-0.212 
	

	tense 
	
	~~ 
	
	busy 
	
	15.797 
	
	0.305 
	
	0.305 
	
	0.204 
	
	0.204 
	

	emo1 
	
	=~ 
	
	sucesful 
	
	14.459 
	
	0.415 
	
	0.401 
	
	0.258 
	
	0.258 
	

	fgood 
	
	~~ 
	
	dowill 
	
	14.425 
	
	0.195 
	
	0.195 
	
	0.189 
	
	0.189 
	

	worth 
	
	~~ 
	
	fearful 
	
	13.047 
	
	-0.226 
	
	-0.226 
	
	-0.196 
	
	-0.196 
	

	sucesful 
	
	~~ 
	
	produtiv 
	
	11.886 
	
	-0.313 
	
	-0.313 
	
	-0.186 
	
	-0.186 
	

	emo1 
	
	=~ 
	
	tense 
	
	11.278 
	
	-0.256 
	
	-0.247 
	
	-0.135 
	
	-0.135 
	

	negemo1 
	
	=~ 
	
	busy 
	
	8.390 
	
	0.163 
	
	0.192 
	
	0.114 
	
	0.114 
	

	emo1 
	
	=~ 
	
	angry 
	
	7.354 
	
	-0.184 
	
	-0.178 
	
	-0.110 
	
	-0.110 
	

	dowill 
	
	~~ 
	
	produtiv 
	
	7.306 
	
	-0.191 
	
	-0.191 
	
	-0.129 
	
	-0.129 
	

	enjoy 
	
	~~ 
	
	sucesful 
	
	7.066 
	
	0.217 
	
	0.217 
	
	0.117 
	
	0.117 
	

	emo1 
	
	=~ 
	
	dowill 
	
	6.953 
	
	0.231 
	
	0.223 
	
	0.187 
	
	0.187 
	

	steady 
	
	~~ 
	
	produtiv 
	
	6.230 
	
	-0.257 
	
	-0.257 
	
	-0.137 
	
	-0.137 
	

	prod1 
	
	=~ 
	
	angry 
	
	5.716 
	
	-0.128 
	
	-0.146 
	
	-0.090 
	
	-0.090 
	

	negemo1 
	
	=~ 
	
	worth 
	
	5.218 
	
	-0.111 
	
	-0.132 
	
	-0.075 
	
	-0.075 
	

	fgood 
	
	~~ 
	
	produtiv 
	
	4.791 
	
	0.164 
	
	0.164 
	
	0.118 
	
	0.118 
	

	fgood 
	
	~~ 
	
	tense 
	
	4.716 
	
	-0.145 
	
	-0.145 
	
	-0.122 
	
	-0.122 
	

	dowill 
	
	~~ 
	
	sucesful 
	
	4.314 
	
	0.121 
	
	0.121 
	
	0.096 
	
	0.096 
	

	angry 
	
	~~ 
	
	dowill 
	
	4.077 
	
	-0.109 
	
	-0.109 
	
	-0.095 
	
	-0.095 
	

	fgood 
	
	~~ 
	
	steady 
	
	4.025 
	
	-0.140 
	
	-0.140 
	
	-0.107 
	
	-0.107 
	

	busy 
	
	~~ 
	
	produtiv 
	
	4.010 
	
	0.199 
	
	0.199 
	
	0.114 
	
	0.114 
	

	enjoy 
	
	~~ 
	
	steady 
	
	3.686 
	
	-0.176 
	
	-0.176 
	
	-0.085 
	
	-0.085 
	

	tense 
	
	~~ 
	
	sucesful 
	
	3.676 
	
	-0.139 
	
	-0.139 
	
	-0.096 
	
	-0.096 
	

	busy 
	
	~~ 
	
	dowill 
	
	3.266 
	
	-0.113 
	
	-0.113 
	
	-0.087 
	
	-0.087 
	

	enjoy 
	
	~~ 
	
	fearful 
	
	3.206 
	
	0.144 
	
	0.144 
	
	0.084 
	
	0.084 
	

	negemo1 
	
	=~ 
	
	produtiv 
	
	2.951 
	
	0.109 
	
	0.129 
	
	0.068 
	
	0.068 
	

	fearful 
	
	~~ 
	
	sucesful 
	
	2.676 
	
	-0.106 
	
	-0.106 
	
	-0.080 
	
	-0.080 
	

	worth 
	
	~~ 
	
	dowill 
	
	2.565 
	
	-0.086 
	
	-0.086 
	
	-0.079 
	
	-0.079 
	

	fgood 
	
	~~ 
	
	angry 
	
	2.461 
	
	-0.093 
	
	-0.093 
	
	-0.087 
	
	-0.087 
	

	fearful 
	
	~~ 
	
	busy 
	
	2.444 
	
	-0.107 
	
	-0.107 
	
	-0.078 
	
	-0.078 
	

	tense 
	
	~~ 
	
	dowill 
	
	2.364 
	
	-0.093 
	
	-0.093 
	
	-0.074 
	
	-0.074 
	

	worth 
	
	~~ 
	
	sucesful 
	
	2.284 
	
	0.099 
	
	0.099 
	
	0.079 
	
	0.079 
	

	negemo1 
	
	=~ 
	
	fearful 
	
	1.725 
	
	-0.605 
	
	-0.715 
	
	-0.442 
	
	-0.442 
	

	worth 
	
	~~ 
	
	busy 
	
	1.612 
	
	0.088 
	
	0.088 
	
	0.068 
	
	0.068 
	

	worth 
	
	~~ 
	
	steady 
	
	1.592 
	
	-0.092 
	
	-0.092 
	
	-0.066 
	
	-0.066 
	

	angry 
	
	~~ 
	
	sucesful 
	
	1.407 
	
	-0.077 
	
	-0.077 
	
	-0.059 
	
	-0.059 
	

	enjoy 
	
	~~ 
	
	worth 
	
	1.298 
	
	-0.109 
	
	-0.109 
	
	-0.067 
	
	-0.067 
	

	dowill 
	
	~~ 
	
	steady 
	
	1.178 
	
	0.071 
	
	0.071 
	
	0.051 
	
	0.051 
	

	worth 
	
	~~ 
	
	tense 
	
	1.142 
	
	0.075 
	
	0.075 
	
	0.059 
	
	0.059 
	

	prod1 
	
	=~ 
	
	busy 
	
	1.116 
	
	0.267 
	
	0.304 
	
	0.181 
	
	0.181 
	

	angry 
	
	~~ 
	
	produtiv 
	
	1.087 
	
	0.080 
	
	0.080 
	
	0.053 
	
	0.053 
	

	prod1 
	
	=~ 
	
	fgood 
	
	1.070 
	
	0.078 
	
	0.089 
	
	0.053 
	
	0.053 
	

	prod1 
	
	=~ 
	
	tense 
	
	0.980 
	
	-0.060 
	
	-0.068 
	
	-0.037 
	
	-0.037 
	

	fearful 
	
	~~ 
	
	tense 
	
	0.939 
	
	-0.198 
	
	-0.198 
	
	-0.149 
	
	-0.149 
	

	angry 
	
	~~ 
	
	tense 
	
	0.890 
	
	0.198 
	
	0.198 
	
	0.151 
	
	0.151 
	

	tense 
	
	~~ 
	
	produtiv 
	
	0.887 
	
	0.082 
	
	0.082 
	
	0.048 
	
	0.048 
	

	emo1 
	
	=~ 
	
	enjoy 
	
	0.860 
	
	0.150 
	
	0.145 
	
	0.079 
	
	0.079 
	

	negemo1 
	
	=~ 
	
	steady 
	
	0.610 
	
	0.046 
	
	0.054 
	
	0.031 
	
	0.031 
	

	enjoy 
	
	~~ 
	
	produtiv 
	
	0.604 
	
	-0.076 
	
	-0.076 
	
	-0.035 
	
	-0.035 
	

	angry 
	
	~~ 
	
	steady 
	
	0.579 
	
	0.055 
	
	0.055 
	
	0.038 
	
	0.038 
	

	busy 
	
	~~ 
	
	sucesful 
	
	0.551 
	
	-0.060 
	
	-0.060 
	
	-0.040 
	
	-0.040 
	

	fearful 
	
	~~ 
	
	steady 
	
	0.331 
	
	-0.042 
	
	-0.042 
	
	-0.028 
	
	-0.028 
	

	enjoy 
	
	~~ 
	
	angry 
	
	0.230 
	
	-0.038 
	
	-0.038 
	
	-0.023 
	
	-0.023 
	

	angry 
	
	~~ 
	
	busy 
	
	0.190 
	
	-0.030 
	
	-0.030 
	
	-0.022 
	
	-0.022 
	

	fearful 
	
	~~ 
	
	angry 
	
	0.177 
	
	0.073 
	
	0.073 
	
	0.061 
	
	0.061 
	

	fgood 
	
	~~ 
	
	sucesful 
	
	0.106 
	
	0.020 
	
	0.020 
	
	0.017 
	
	0.017 
	

	sucesful 
	
	~~ 
	
	steady 
	
	0.090 
	
	0.025 
	
	0.025 
	
	0.016 
	
	0.016 
	

	fearful 
	
	~~ 
	
	dowill 
	
	0.083 
	
	-0.016 
	
	-0.016 
	
	-0.014 
	
	-0.014 
	

	fgood 
	
	~~ 
	
	fearful 
	
	0.043 
	
	0.012 
	
	0.012 
	
	0.011 
	
	0.011 
	

	tense 
	
	~~ 
	
	steady 
	
	0.027 
	
	0.013 
	
	0.013 
	
	0.008 
	
	0.008 
	

	enjoy 
	
	~~ 
	
	dowill 
	
	0.022 
	
	0.010 
	
	0.010 
	
	0.006 
	
	0.006 
	

	fearful 
	
	~~ 
	
	produtiv 
	
	0.006 
	
	-0.006 
	
	-0.006 
	
	-0.004 
	
	-0.004 
	

	worth 
	
	~~ 
	
	angry 
	
	0.003 
	
	-0.004 
	
	-0.004 
	
	-0.003 
	
	-0.003 
	

	fgood 
	
	~~ 
	
	worth 
	
	0.000 
	
	-0.003 
	
	-0.003 
	
	-0.003 
	
	-0.003 
	

	

	

Results
lavaan: Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	Δχ² 
	p 

	Saturated 
	
	0 
	
	. 
	
	. 
	
	0.000 
	
	. 
	
	. 
	

	Model 1 
	
	41 
	
	25355.6 
	
	25467.4 
	
	259.298 
	
	259.298 
	
	< 0.001 
	

	

	Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	emo1 
	
	=~ 
	
	enjoy 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.966 
	
	0.529 
	
	0.529 
	
	. 
	

	emo1 
	
	=~ 
	
	fgood 
	
	. 
	
	1.406 
	
	0.112 
	
	12.576 
	
	< .001 
	
	1.187 
	
	1.626 
	
	1.359 
	
	0.810 
	
	0.810 
	
	. 
	

	emo1 
	
	=~ 
	
	worth 
	
	. 
	
	1.454 
	
	0.116 
	
	12.549 
	
	< .001 
	
	1.227 
	
	1.681 
	
	1.405 
	
	0.802 
	
	0.802 
	
	. 
	

	negemo1 
	
	=~ 
	
	fearful 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.181 
	
	0.731 
	
	0.731 
	
	. 
	

	negemo1 
	
	=~ 
	
	angry 
	
	. 
	
	1.012 
	
	0.067 
	
	15.216 
	
	< .001 
	
	0.882 
	
	1.142 
	
	1.196 
	
	0.740 
	
	0.740 
	
	. 
	

	negemo1 
	
	=~ 
	
	tense 
	
	. 
	
	1.163 
	
	0.076 
	
	15.301 
	
	< .001 
	
	1.014 
	
	1.312 
	
	1.374 
	
	0.752 
	
	0.752 
	
	. 
	

	prod1 
	
	=~ 
	
	busy 
	
	. 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.137 
	
	0.676 
	
	0.676 
	
	. 
	

	prod1 
	
	=~ 
	
	dowill 
	
	. 
	
	0.500 
	
	0.049 
	
	10.250 
	
	< .001 
	
	0.404 
	
	0.595 
	
	0.568 
	
	0.476 
	
	0.476 
	
	. 
	

	prod1 
	
	=~ 
	
	sucesful 
	
	. 
	
	0.871 
	
	0.066 
	
	13.136 
	
	< .001 
	
	0.741 
	
	1.001 
	
	0.990 
	
	0.637 
	
	0.637 
	
	. 
	

	prod1 
	
	=~ 
	
	steady 
	
	. 
	
	1.004 
	
	0.075 
	
	13.344 
	
	< .001 
	
	0.856 
	
	1.151 
	
	1.142 
	
	0.651 
	
	0.651 
	
	. 
	

	prod1 
	
	=~ 
	
	produtiv 
	
	. 
	
	1.121 
	
	0.082 
	
	13.661 
	
	< .001 
	
	0.960 
	
	1.281 
	
	1.275 
	
	0.672 
	
	0.672 
	
	. 
	

	negemo1 
	
	~ 
	
	emo1 
	
	. 
	
	-0.619 
	
	0.074 
	
	-8.382 
	
	< .001 
	
	-0.764 
	
	-0.474 
	
	-0.506 
	
	-0.506 
	
	-0.506 
	
	. 
	

	prod1 
	
	~ 
	
	emo1 
	
	. 
	
	0.791 
	
	0.082 
	
	9.696 
	
	< .001 
	
	0.631 
	
	0.951 
	
	0.672 
	
	0.672 
	
	0.672 
	
	. 
	

	enjoy 
	
	~~ 
	
	enjoy 
	
	. 
	
	2.406 
	
	0.146 
	
	16.532 
	
	< .001 
	
	2.121 
	
	2.691 
	
	2.406 
	
	0.720 
	
	0.720 
	
	. 
	

	fgood 
	
	~~ 
	
	fgood 
	
	. 
	
	0.967 
	
	0.094 
	
	10.260 
	
	< .001 
	
	0.782 
	
	1.152 
	
	0.967 
	
	0.344 
	
	0.344 
	
	. 
	

	worth 
	
	~~ 
	
	worth 
	
	. 
	
	1.095 
	
	0.103 
	
	10.639 
	
	< .001 
	
	0.893 
	
	1.297 
	
	1.095 
	
	0.357 
	
	0.357 
	
	. 
	

	fearful 
	
	~~ 
	
	fearful 
	
	. 
	
	1.217 
	
	0.099 
	
	12.297 
	
	< .001 
	
	1.023 
	
	1.411 
	
	1.217 
	
	0.466 
	
	0.466 
	
	. 
	

	angry 
	
	~~ 
	
	angry 
	
	. 
	
	1.184 
	
	0.099 
	
	11.985 
	
	< .001 
	
	0.990 
	
	1.377 
	
	1.184 
	
	0.453 
	
	0.453 
	
	. 
	

	tense 
	
	~~ 
	
	tense 
	
	. 
	
	1.453 
	
	0.126 
	
	11.526 
	
	< .001 
	
	1.206 
	
	1.700 
	
	1.453 
	
	0.435 
	
	0.435 
	
	. 
	

	busy 
	
	~~ 
	
	busy 
	
	. 
	
	1.540 
	
	0.110 
	
	14.054 
	
	< .001 
	
	1.325 
	
	1.755 
	
	1.540 
	
	0.544 
	
	0.544 
	
	. 
	

	dowill 
	
	~~ 
	
	dowill 
	
	. 
	
	1.105 
	
	0.066 
	
	16.629 
	
	< .001 
	
	0.974 
	
	1.235 
	
	1.105 
	
	0.774 
	
	0.774 
	
	. 
	

	sucesful 
	
	~~ 
	
	sucesful 
	
	. 
	
	1.433 
	
	0.097 
	
	14.788 
	
	< .001 
	
	1.243 
	
	1.622 
	
	1.433 
	
	0.594 
	
	0.594 
	
	. 
	

	steady 
	
	~~ 
	
	steady 
	
	. 
	
	1.775 
	
	0.122 
	
	14.553 
	
	< .001 
	
	1.536 
	
	2.014 
	
	1.775 
	
	0.577 
	
	0.577 
	
	. 
	

	produtiv 
	
	~~ 
	
	produtiv 
	
	. 
	
	1.976 
	
	0.140 
	
	14.138 
	
	< .001 
	
	1.702 
	
	2.250 
	
	1.976 
	
	0.549 
	
	0.549 
	
	. 
	

	emo1 
	
	~~ 
	
	emo1 
	
	. 
	
	0.934 
	
	0.141 
	
	6.624 
	
	< .001 
	
	0.657 
	
	1.210 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	negemo1 
	
	~~ 
	
	negemo1 
	
	. 
	
	1.038 
	
	0.117 
	
	8.852 
	
	< .001 
	
	0.808 
	
	1.268 
	
	0.744 
	
	0.744 
	
	0.744 
	
	. 
	

	prod1 
	
	~~ 
	
	prod1 
	
	. 
	
	0.709 
	
	0.095 
	
	7.500 
	
	< .001 
	
	0.524 
	
	0.894 
	
	0.548 
	
	0.548 
	
	0.548 
	
	. 
	

	negemo1 
	
	~~ 
	
	prod1 
	
	. 
	
	0.106 
	
	0.054 
	
	1.949 
	
	0.051 
	
	-0.001 
	
	0.212 
	
	0.123 
	
	0.123 
	
	0.123 
	
	. 
	

	
























Chapter 29    Constraints
Handoutconstraints.docx
Canfield
Causality pushers like constraints – they like to talk about things that didn’t (abductive reasoning – Pearls; Morgan).  So what happens when you take something away?
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Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	Δχ² 
	p 

	Saturated 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	. 
	
	. 
	

	Model 1 
	
	32.000 
	
	. 
	
	. 
	
	209.156 
	
	209.156 
	
	< 0.001 
	

	

	Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	posemo 
	
	=~ 
	
	enjoy 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.631 
	
	0.631 
	
	0.631 
	
	
	

	posemo 
	
	=~ 
	
	fgood 
	
	
	
	1.282 
	
	0.064 
	
	20.016 
	
	< .001 
	
	1.156 
	
	1.407 
	
	0.808 
	
	0.808 
	
	0.808 
	
	
	

	posemo 
	
	=~ 
	
	worth 
	
	
	
	1.200 
	
	0.059 
	
	20.339 
	
	< .001 
	
	1.084 
	
	1.315 
	
	0.757 
	
	0.757 
	
	0.757 
	
	
	

	posemo 
	
	=~ 
	
	approve 
	
	
	
	0.966 
	
	0.051 
	
	19.033 
	
	< .001 
	
	0.867 
	
	1.066 
	
	0.609 
	
	0.609 
	
	0.609 
	
	
	

	values 
	
	=~ 
	
	ambitous 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.694 
	
	0.694 
	
	0.694 
	
	
	

	values 
	
	=~ 
	
	couteous 
	
	
	
	0.878 
	
	0.060 
	
	14.532 
	
	< .001 
	
	0.760 
	
	0.997 
	
	0.610 
	
	0.610 
	
	0.610 
	
	
	

	values 
	
	=~ 
	
	trust 
	
	
	
	0.923 
	
	0.073 
	
	12.592 
	
	< .001 
	
	0.779 
	
	1.067 
	
	0.641 
	
	0.641 
	
	0.641 
	
	
	

	productivity 
	
	=~ 
	
	steady 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.539 
	
	0.539 
	
	0.539 
	
	
	

	productivity 
	
	=~ 
	
	copertiv 
	
	
	
	0.893 
	
	0.069 
	
	12.961 
	
	< .001 
	
	0.758 
	
	1.028 
	
	0.481 
	
	0.481 
	
	0.481 
	
	
	

	productivity 
	
	=~ 
	
	produtiv 
	
	
	
	1.194 
	
	0.071 
	
	16.700 
	
	< .001 
	
	1.054 
	
	1.334 
	
	0.643 
	
	0.643 
	
	0.643 
	
	
	

	posemo 
	
	~~ 
	
	values 
	
	
	
	-0.090 
	
	0.027 
	
	-3.345 
	
	< .001 
	
	-0.143 
	
	-0.037 
	
	-1.221 
	
	-1.221 
	
	-1.221 
	
	
	

	productivity 
	
	=~ 
	
	posemo 
	
	a 
	
	1.000 
	
	0.099 
	
	10.148 
	
	< .001 
	
	0.807 
	
	1.194 
	
	0.854 
	
	0.854 
	
	0.854 
	
	
	

	productivity 
	
	=~ 
	
	values 
	
	b 
	
	1.219 
	
	0.101 
	
	12.121 
	
	< .001 
	
	1.022 
	
	1.416 
	
	0.946 
	
	0.946 
	
	0.946 
	
	
	

	enjoy 
	
	| 
	
	t1 
	
	
	
	-2.424 
	
	0.209 
	
	-11.592 
	
	< .001 
	
	-2.834 
	
	-2.014 
	
	-2.424 
	
	-2.424 
	
	-2.424 
	
	
	

	enjoy 
	
	| 
	
	t2 
	
	
	
	-2.318 
	
	0.187 
	
	-12.367 
	
	< .001 
	
	-2.685 
	
	-1.950 
	
	-2.318 
	
	-2.318 
	
	-2.318 
	
	
	

	enjoy 
	
	| 
	
	t3 
	
	
	
	-1.770 
	
	0.117 
	
	-15.158 
	
	< .001 
	
	-1.999 
	
	-1.541 
	
	-1.770 
	
	-1.770 
	
	-1.770 
	
	
	

	enjoy 
	
	| 
	
	t4 
	
	
	
	-1.712 
	
	0.112 
	
	-15.282 
	
	< .001 
	
	-1.931 
	
	-1.492 
	
	-1.712 
	
	-1.712 
	
	-1.712 
	
	
	

	enjoy 
	
	| 
	
	t5 
	
	
	
	-1.033 
	
	0.077 
	
	-13.336 
	
	< .001 
	
	-1.184 
	
	-0.881 
	
	-1.033 
	
	-1.033 
	
	-1.033 
	
	
	

	enjoy 
	
	| 
	
	t6 
	
	
	
	-0.672 
	
	0.069 
	
	-9.751 
	
	< .001 
	
	-0.808 
	
	-0.537 
	
	-0.672 
	
	-0.672 
	
	-0.672 
	
	
	

	enjoy 
	
	| 
	
	t7 
	
	
	
	-0.384 
	
	0.065 
	
	-5.894 
	
	< .001 
	
	-0.512 
	
	-0.257 
	
	-0.384 
	
	-0.384 
	
	-0.384 
	
	
	

	enjoy 
	
	| 
	
	t8 
	
	
	
	0.664 
	
	0.069 
	
	9.654 
	
	< .001 
	
	0.530 
	
	0.799 
	
	0.664 
	
	0.664 
	
	0.664 
	
	
	

	enjoy 
	
	| 
	
	t9 
	
	
	
	2.233 
	
	0.172 
	
	12.950 
	
	< .001 
	
	1.895 
	
	2.570 
	
	2.233 
	
	2.233 
	
	2.233 
	
	
	

	fgood 
	
	| 
	
	t1 
	
	
	
	-2.424 
	
	0.209 
	
	-11.592 
	
	< .001 
	
	-2.834 
	
	-2.014 
	
	-2.424 
	
	-2.424 
	
	-2.424 
	
	
	

	fgood 
	
	| 
	
	t2 
	
	
	
	-2.233 
	
	0.172 
	
	-12.950 
	
	< .001 
	
	-2.570 
	
	-1.895 
	
	-2.233 
	
	-2.233 
	
	-2.233 
	
	
	

	fgood 
	
	| 
	
	t3 
	
	
	
	-1.634 
	
	0.106 
	
	-15.381 
	
	< .001 
	
	-1.842 
	
	-1.426 
	
	-1.634 
	
	-1.634 
	
	-1.634 
	
	
	

	fgood 
	
	| 
	
	t4 
	
	
	
	-1.502 
	
	0.098 
	
	-15.368 
	
	< .001 
	
	-1.694 
	
	-1.311 
	
	-1.502 
	
	-1.502 
	
	-1.502 
	
	
	

	fgood 
	
	| 
	
	t5 
	
	
	
	-0.862 
	
	0.073 
	
	-11.836 
	
	< .001 
	
	-1.005 
	
	-0.719 
	
	-0.862 
	
	-0.862 
	
	-0.862 
	
	
	

	fgood 
	
	| 
	
	t6 
	
	
	
	-0.454 
	
	0.066 
	
	-6.893 
	
	< .001 
	
	-0.583 
	
	-0.325 
	
	-0.454 
	
	-0.454 
	
	-0.454 
	
	
	

	fgood 
	
	| 
	
	t7 
	
	
	
	-0.223 
	
	0.064 
	
	-3.482 
	
	< .001 
	
	-0.349 
	
	-0.097 
	
	-0.223 
	
	-0.223 
	
	-0.223 
	
	
	

	fgood 
	
	| 
	
	t8 
	
	
	
	0.900 
	
	0.074 
	
	12.201 
	
	< .001 
	
	0.755 
	
	1.044 
	
	0.900 
	
	0.900 
	
	0.900 
	
	
	

	fgood 
	
	| 
	
	t9 
	
	
	
	2.233 
	
	0.172 
	
	12.950 
	
	< .001 
	
	1.895 
	
	2.570 
	
	2.233 
	
	2.233 
	
	2.233 
	
	
	

	worth 
	
	| 
	
	t1 
	
	
	
	-2.233 
	
	0.172 
	
	-12.950 
	
	< .001 
	
	-2.570 
	
	-1.895 
	
	-2.233 
	
	-2.233 
	
	-2.233 
	
	
	

	worth 
	
	| 
	
	t2 
	
	
	
	-1.802 
	
	0.120 
	
	-15.075 
	
	< .001 
	
	-2.036 
	
	-1.567 
	
	-1.802 
	
	-1.802 
	
	-1.802 
	
	
	

	worth 
	
	| 
	
	t3 
	
	
	
	-1.543 
	
	0.100 
	
	-15.397 
	
	< .001 
	
	-1.740 
	
	-1.347 
	
	-1.543 
	
	-1.543 
	
	-1.543 
	
	
	

	worth 
	
	| 
	
	t4 
	
	
	
	-1.313 
	
	0.088 
	
	-14.927 
	
	< .001 
	
	-1.485 
	
	-1.140 
	
	-1.313 
	
	-1.313 
	
	-1.313 
	
	
	

	worth 
	
	| 
	
	t5 
	
	
	
	-0.586 
	
	0.068 
	
	-8.677 
	
	< .001 
	
	-0.719 
	
	-0.454 
	
	-0.586 
	
	-0.586 
	
	-0.586 
	
	
	

	worth 
	
	| 
	
	t6 
	
	
	
	-0.216 
	
	0.064 
	
	-3.382 
	
	< .001 
	
	-0.342 
	
	-0.091 
	
	-0.216 
	
	-0.216 
	
	-0.216 
	
	
	

	worth 
	
	| 
	
	t7 
	
	
	
	0.132 
	
	0.064 
	
	2.070 
	
	0.038 
	
	0.007 
	
	0.257 
	
	0.132 
	
	0.132 
	
	0.132 
	
	
	

	worth 
	
	| 
	
	t8 
	
	
	
	1.149 
	
	0.081 
	
	14.131 
	
	< .001 
	
	0.989 
	
	1.308 
	
	1.149 
	
	1.149 
	
	1.149 
	
	
	

	worth 
	
	| 
	
	t9 
	
	
	
	2.424 
	
	0.209 
	
	11.592 
	
	< .001 
	
	2.014 
	
	2.834 
	
	2.424 
	
	2.424 
	
	2.424 
	
	
	

	approve 
	
	| 
	
	t1 
	
	
	
	-2.424 
	
	0.209 
	
	-11.592 
	
	< .001 
	
	-2.834 
	
	-2.014 
	
	-2.424 
	
	-2.424 
	
	-2.424 
	
	
	

	approve 
	
	| 
	
	t2 
	
	
	
	-2.161 
	
	0.161 
	
	-13.408 
	
	< .001 
	
	-2.477 
	
	-1.845 
	
	-2.161 
	
	-2.161 
	
	-2.161 
	
	
	

	approve 
	
	| 
	
	t3 
	
	
	
	-1.740 
	
	0.114 
	
	-15.227 
	
	< .001 
	
	-1.964 
	
	-1.516 
	
	-1.740 
	
	-1.740 
	
	-1.740 
	
	
	

	approve 
	
	| 
	
	t4 
	
	
	
	-1.659 
	
	0.108 
	
	-15.358 
	
	< .001 
	
	-1.870 
	
	-1.447 
	
	-1.659 
	
	-1.659 
	
	-1.659 
	
	
	

	approve 
	
	| 
	
	t5 
	
	
	
	-0.979 
	
	0.076 
	
	-12.910 
	
	< .001 
	
	-1.128 
	
	-0.831 
	
	-0.979 
	
	-0.979 
	
	-0.979 
	
	
	

	approve 
	
	| 
	
	t6 
	
	
	
	-0.556 
	
	0.067 
	
	-8.283 
	
	< .001 
	
	-0.688 
	
	-0.425 
	
	-0.556 
	
	-0.556 
	
	-0.556 
	
	
	

	approve 
	
	| 
	
	t7 
	
	
	
	-0.230 
	
	0.064 
	
	-3.583 
	
	< .001 
	
	-0.355 
	
	-0.104 
	
	-0.230 
	
	-0.230 
	
	-0.230 
	
	
	

	approve 
	
	| 
	
	t8 
	
	
	
	1.149 
	
	0.081 
	
	14.131 
	
	< .001 
	
	0.989 
	
	1.308 
	
	1.149 
	
	1.149 
	
	1.149 
	
	
	

	approve 
	
	| 
	
	t9 
	
	
	
	2.161 
	
	0.161 
	
	13.408 
	
	< .001 
	
	1.845 
	
	2.477 
	
	2.161 
	
	2.161 
	
	2.161 
	
	
	

	ambitous 
	
	| 
	
	t1 
	
	
	
	-1.995 
	
	0.139 
	
	-14.326 
	
	< .001 
	
	-2.268 
	
	-1.722 
	
	-1.995 
	
	-1.995 
	
	-1.995 
	
	
	

	ambitous 
	
	| 
	
	t2 
	
	
	
	-1.587 
	
	0.103 
	
	-15.403 
	
	< .001 
	
	-1.789 
	
	-1.385 
	
	-1.587 
	
	-1.587 
	
	-1.587 
	
	
	

	ambitous 
	
	| 
	
	t3 
	
	
	
	-1.393 
	
	0.092 
	
	-15.176 
	
	< .001 
	
	-1.573 
	
	-1.213 
	
	-1.393 
	
	-1.393 
	
	-1.393 
	
	
	

	ambitous 
	
	| 
	
	t4 
	
	
	
	-1.187 
	
	0.083 
	
	-14.350 
	
	< .001 
	
	-1.349 
	
	-1.025 
	
	-1.187 
	
	-1.187 
	
	-1.187 
	
	
	

	ambitous 
	
	| 
	
	t5 
	
	
	
	-0.476 
	
	0.066 
	
	-7.192 
	
	< .001 
	
	-0.605 
	
	-0.346 
	
	-0.476 
	
	-0.476 
	
	-0.476 
	
	
	

	ambitous 
	
	| 
	
	t6 
	
	
	
	-0.269 
	
	0.064 
	
	-4.187 
	
	< .001 
	
	-0.395 
	
	-0.143 
	
	-0.269 
	
	-0.269 
	
	-0.269 
	
	
	

	ambitous 
	
	| 
	
	t7 
	
	
	
	0.022 
	
	0.063 
	
	0.354 
	
	0.724 
	
	-0.102 
	
	0.147 
	
	0.022 
	
	0.022 
	
	0.022 
	
	
	

	ambitous 
	
	| 
	
	t8 
	
	
	
	0.825 
	
	0.072 
	
	11.466 
	
	< .001 
	
	0.684 
	
	0.966 
	
	0.825 
	
	0.825 
	
	0.825 
	
	
	

	ambitous 
	
	| 
	
	t9 
	
	
	
	1.802 
	
	0.120 
	
	15.075 
	
	< .001 
	
	1.567 
	
	2.036 
	
	1.802 
	
	1.802 
	
	1.802 
	
	
	

	couteous 
	
	| 
	
	t1 
	
	
	
	-2.800 
	
	0.323 
	
	-8.672 
	
	< .001 
	
	-3.432 
	
	-2.167 
	
	-2.800 
	
	-2.800 
	
	-2.800 
	
	
	

	couteous 
	
	| 
	
	t2 
	
	
	
	-2.568 
	
	0.245 
	
	-10.490 
	
	< .001 
	
	-3.048 
	
	-2.088 
	
	-2.568 
	
	-2.568 
	
	-2.568 
	
	
	

	couteous 
	
	| 
	
	t3 
	
	
	
	-2.318 
	
	0.187 
	
	-12.367 
	
	< .001 
	
	-2.685 
	
	-1.950 
	
	-2.318 
	
	-2.318 
	
	-2.318 
	
	
	

	couteous 
	
	| 
	
	t4 
	
	
	
	-1.712 
	
	0.112 
	
	-15.282 
	
	< .001 
	
	-1.931 
	
	-1.492 
	
	-1.712 
	
	-1.712 
	
	-1.712 
	
	
	

	couteous 
	
	| 
	
	t5 
	
	
	
	-1.313 
	
	0.088 
	
	-14.927 
	
	< .001 
	
	-1.485 
	
	-1.140 
	
	-1.313 
	
	-1.313 
	
	-1.313 
	
	
	

	couteous 
	
	| 
	
	t6 
	
	
	
	-1.011 
	
	0.077 
	
	-13.167 
	
	< .001 
	
	-1.161 
	
	-0.861 
	
	-1.011 
	
	-1.011 
	
	-1.011 
	
	
	

	couteous 
	
	| 
	
	t7 
	
	
	
	0.377 
	
	0.065 
	
	5.794 
	
	< .001 
	
	0.250 
	
	0.505 
	
	0.377 
	
	0.377 
	
	0.377 
	
	
	

	couteous 
	
	| 
	
	t8 
	
	
	
	2.233 
	
	0.172 
	
	12.950 
	
	< .001 
	
	1.895 
	
	2.570 
	
	2.233 
	
	2.233 
	
	2.233 
	
	
	

	trust 
	
	| 
	
	t1 
	
	
	
	-2.568 
	
	0.245 
	
	-10.490 
	
	< .001 
	
	-3.048 
	
	-2.088 
	
	-2.568 
	
	-2.568 
	
	-2.568 
	
	
	

	trust 
	
	| 
	
	t2 
	
	
	
	-2.424 
	
	0.209 
	
	-11.592 
	
	< .001 
	
	-2.834 
	
	-2.014 
	
	-2.424 
	
	-2.424 
	
	-2.424 
	
	
	

	trust 
	
	| 
	
	t3 
	
	
	
	-2.044 
	
	0.145 
	
	-14.077 
	
	< .001 
	
	-2.329 
	
	-1.760 
	
	-2.044 
	
	-2.044 
	
	-2.044 
	
	
	

	trust 
	
	| 
	
	t4 
	
	
	
	-1.909 
	
	0.130 
	
	-14.707 
	
	< .001 
	
	-2.163 
	
	-1.655 
	
	-1.909 
	
	-1.909 
	
	-1.909 
	
	
	

	trust 
	
	| 
	
	t5 
	
	
	
	-1.587 
	
	0.103 
	
	-15.403 
	
	< .001 
	
	-1.789 
	
	-1.385 
	
	-1.587 
	
	-1.587 
	
	-1.587 
	
	
	

	trust 
	
	| 
	
	t6 
	
	
	
	-0.564 
	
	0.067 
	
	-8.381 
	
	< .001 
	
	-0.696 
	
	-0.432 
	
	-0.564 
	
	-0.564 
	
	-0.564 
	
	
	

	trust 
	
	| 
	
	t7 
	
	
	
	2.161 
	
	0.161 
	
	13.408 
	
	< .001 
	
	1.845 
	
	2.477 
	
	2.161 
	
	2.161 
	
	2.161 
	
	
	

	steady 
	
	| 
	
	t1 
	
	
	
	-1.835 
	
	0.123 
	
	-14.973 
	
	< .001 
	
	-2.075 
	
	-1.595 
	
	-1.835 
	
	-1.835 
	
	-1.835 
	
	
	

	steady 
	
	| 
	
	t2 
	
	
	
	-1.659 
	
	0.108 
	
	-15.358 
	
	< .001 
	
	-1.870 
	
	-1.447 
	
	-1.659 
	
	-1.659 
	
	-1.659 
	
	
	

	steady 
	
	| 
	
	t3 
	
	
	
	-1.427 
	
	0.094 
	
	-15.255 
	
	< .001 
	
	-1.611 
	
	-1.244 
	
	-1.427 
	
	-1.427 
	
	-1.427 
	
	
	

	steady 
	
	| 
	
	t4 
	
	
	
	-1.360 
	
	0.090 
	
	-15.084 
	
	< .001 
	
	-1.536 
	
	-1.183 
	
	-1.360 
	
	-1.360 
	
	-1.360 
	
	
	

	steady 
	
	| 
	
	t5 
	
	
	
	-1.011 
	
	0.077 
	
	-13.167 
	
	< .001 
	
	-1.161 
	
	-0.861 
	
	-1.011 
	
	-1.011 
	
	-1.011 
	
	
	

	steady 
	
	| 
	
	t6 
	
	
	
	-0.697 
	
	0.069 
	
	-10.041 
	
	< .001 
	
	-0.833 
	
	-0.561 
	
	-0.697 
	
	-0.697 
	
	-0.697 
	
	
	

	steady 
	
	| 
	
	t7 
	
	
	
	-0.476 
	
	0.066 
	
	-7.192 
	
	< .001 
	
	-0.605 
	
	-0.346 
	
	-0.476 
	
	-0.476 
	
	-0.476 
	
	
	

	steady 
	
	| 
	
	t8 
	
	
	
	0.586 
	
	0.068 
	
	8.677 
	
	< .001 
	
	0.454 
	
	0.719 
	
	0.586 
	
	0.586 
	
	0.586 
	
	
	

	steady 
	
	| 
	
	t9 
	
	
	
	1.685 
	
	0.110 
	
	15.325 
	
	< .001 
	
	1.469 
	
	1.900 
	
	1.685 
	
	1.685 
	
	1.685 
	
	
	

	copertiv 
	
	| 
	
	t1 
	
	
	
	-2.233 
	
	0.172 
	
	-12.950 
	
	< .001 
	
	-2.570 
	
	-1.895 
	
	-2.233 
	
	-2.233 
	
	-2.233 
	
	
	

	copertiv 
	
	| 
	
	t2 
	
	
	
	-2.161 
	
	0.161 
	
	-13.408 
	
	< .001 
	
	-2.477 
	
	-1.845 
	
	-2.161 
	
	-2.161 
	
	-2.161 
	
	
	

	copertiv 
	
	| 
	
	t3 
	
	
	
	-2.099 
	
	0.152 
	
	-13.776 
	
	< .001 
	
	-2.398 
	
	-1.800 
	
	-2.099 
	
	-2.099 
	
	-2.099 
	
	
	

	copertiv 
	
	| 
	
	t4 
	
	
	
	-1.950 
	
	0.134 
	
	-14.533 
	
	< .001 
	
	-2.213 
	
	-1.687 
	
	-1.950 
	
	-1.950 
	
	-1.950 
	
	
	

	copertiv 
	
	| 
	
	t5 
	
	
	
	-1.328 
	
	0.089 
	
	-14.982 
	
	< .001 
	
	-1.502 
	
	-1.154 
	
	-1.328 
	
	-1.328 
	
	-1.328 
	
	
	

	copertiv 
	
	| 
	
	t6 
	
	
	
	-0.919 
	
	0.074 
	
	-12.381 
	
	< .001 
	
	-1.065 
	
	-0.774 
	
	-0.919 
	
	-0.919 
	
	-0.919 
	
	
	

	copertiv 
	
	| 
	
	t7 
	
	
	
	-0.664 
	
	0.069 
	
	-9.654 
	
	< .001 
	
	-0.799 
	
	-0.530 
	
	-0.664 
	
	-0.664 
	
	-0.664 
	
	
	

	copertiv 
	
	| 
	
	t8 
	
	
	
	0.772 
	
	0.071 
	
	10.902 
	
	< .001 
	
	0.634 
	
	0.911 
	
	0.772 
	
	0.772 
	
	0.772 
	
	
	

	copertiv 
	
	| 
	
	t9 
	
	
	
	1.634 
	
	0.106 
	
	15.381 
	
	< .001 
	
	1.426 
	
	1.842 
	
	1.634 
	
	1.634 
	
	1.634 
	
	
	

	produtiv 
	
	| 
	
	t1 
	
	
	
	-1.712 
	
	0.112 
	
	-15.282 
	
	< .001 
	
	-1.931 
	
	-1.492 
	
	-1.712 
	
	-1.712 
	
	-1.712 
	
	
	

	produtiv 
	
	| 
	
	t2 
	
	
	
	-1.393 
	
	0.092 
	
	-15.176 
	
	< .001 
	
	-1.573 
	
	-1.213 
	
	-1.393 
	
	-1.393 
	
	-1.393 
	
	
	

	produtiv 
	
	| 
	
	t3 
	
	
	
	-1.055 
	
	0.078 
	
	-13.502 
	
	< .001 
	
	-1.208 
	
	-0.902 
	
	-1.055 
	
	-1.055 
	
	-1.055 
	
	
	

	produtiv 
	
	| 
	
	t4 
	
	
	
	-0.909 
	
	0.074 
	
	-12.291 
	
	< .001 
	
	-1.054 
	
	-0.764 
	
	-0.909 
	
	-0.909 
	
	-0.909 
	
	
	

	produtiv 
	
	| 
	
	t5 
	
	
	
	-0.263 
	
	0.064 
	
	-4.087 
	
	< .001 
	
	-0.389 
	
	-0.137 
	
	-0.263 
	
	-0.263 
	
	-0.263 
	
	
	

	produtiv 
	
	| 
	
	t6 
	
	
	
	0.067 
	
	0.064 
	
	1.061 
	
	0.289 
	
	-0.057 
	
	0.192 
	
	0.067 
	
	0.067 
	
	0.067 
	
	
	

	produtiv 
	
	| 
	
	t7 
	
	
	
	0.256 
	
	0.064 
	
	3.986 
	
	< .001 
	
	0.130 
	
	0.382 
	
	0.256 
	
	0.256 
	
	0.256 
	
	
	

	produtiv 
	
	| 
	
	t8 
	
	
	
	1.360 
	
	0.090 
	
	15.084 
	
	< .001 
	
	1.183 
	
	1.536 
	
	1.360 
	
	1.360 
	
	1.360 
	
	
	

	produtiv 
	
	| 
	
	t9 
	
	
	
	1.835 
	
	0.123 
	
	14.973 
	
	< .001 
	
	1.595 
	
	2.075 
	
	1.835 
	
	1.835 
	
	1.835 
	
	
	

	enjoy 
	
	~~ 
	
	enjoy 
	
	
	
	0.602 
	
	0.000 
	
	. 
	
	. 
	
	0.602 
	
	0.602 
	
	0.602 
	
	0.602 
	
	0.602 
	
	
	

	fgood 
	
	~~ 
	
	fgood 
	
	
	
	0.346 
	
	0.000 
	
	. 
	
	. 
	
	0.346 
	
	0.346 
	
	0.346 
	
	0.346 
	
	0.346 
	
	
	

	worth 
	
	~~ 
	
	worth 
	
	
	
	0.427 
	
	0.000 
	
	. 
	
	. 
	
	0.427 
	
	0.427 
	
	0.427 
	
	0.427 
	
	0.427 
	
	
	

	approve 
	
	~~ 
	
	approve 
	
	
	
	0.629 
	
	0.000 
	
	. 
	
	. 
	
	0.629 
	
	0.629 
	
	0.629 
	
	0.629 
	
	0.629 
	
	
	

	ambitous 
	
	~~ 
	
	ambitous 
	
	
	
	0.518 
	
	0.000 
	
	. 
	
	. 
	
	0.518 
	
	0.518 
	
	0.518 
	
	0.518 
	
	0.518 
	
	
	

	couteous 
	
	~~ 
	
	couteous 
	
	
	
	0.628 
	
	0.000 
	
	. 
	
	. 
	
	0.628 
	
	0.628 
	
	0.628 
	
	0.628 
	
	0.628 
	
	
	

	trust 
	
	~~ 
	
	trust 
	
	
	
	0.589 
	
	0.000 
	
	. 
	
	. 
	
	0.589 
	
	0.589 
	
	0.589 
	
	0.589 
	
	0.589 
	
	
	

	steady 
	
	~~ 
	
	steady 
	
	
	
	0.710 
	
	0.000 
	
	. 
	
	. 
	
	0.710 
	
	0.710 
	
	0.710 
	
	0.710 
	
	0.710 
	
	
	

	copertiv 
	
	~~ 
	
	copertiv 
	
	
	
	0.769 
	
	0.000 
	
	. 
	
	. 
	
	0.769 
	
	0.769 
	
	0.769 
	
	0.769 
	
	0.769 
	
	
	

	produtiv 
	
	~~ 
	
	produtiv 
	
	
	
	0.586 
	
	0.000 
	
	. 
	
	. 
	
	0.586 
	
	0.586 
	
	0.586 
	
	0.586 
	
	0.586 
	
	
	

	posemo 
	
	~~ 
	
	posemo 
	
	
	
	0.108 
	
	0.027 
	
	3.993 
	
	< .001 
	
	0.055 
	
	0.160 
	
	0.270 
	
	0.270 
	
	0.270 
	
	
	

	values 
	
	~~ 
	
	values 
	
	
	
	0.051 
	
	0.042 
	
	1.219 
	
	0.223 
	
	-0.031 
	
	0.133 
	
	0.106 
	
	0.106 
	
	0.106 
	
	
	

	productivity 
	
	~~ 
	
	productivity 
	
	
	
	0.290 
	
	0.035 
	
	8.247 
	
	< .001 
	
	0.221 
	
	0.359 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	enjoy 
	
	~*~ 
	
	enjoy 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	fgood 
	
	~*~ 
	
	fgood 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	worth 
	
	~*~ 
	
	worth 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	approve 
	
	~*~ 
	
	approve 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	ambitous 
	
	~*~ 
	
	ambitous 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	couteous 
	
	~*~ 
	
	couteous 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	trust 
	
	~*~ 
	
	trust 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	steady 
	
	~*~ 
	
	steady 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	copertiv 
	
	~*~ 
	
	copertiv 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	produtiv 
	
	~*~ 
	
	produtiv 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	1.000 
	
	
	

	enjoy 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	fgood 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	worth 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	approve 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	ambitous 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	couteous 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	trust 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	steady 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	copertiv 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	produtiv 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	posemo 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	values 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	productivity 
	
	~1 
	
	
	
	
	
	0.000 
	
	0.000 
	
	. 
	
	. 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	0.000 
	
	
	

	



	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	0.267 
	

	χ² 
	
	209.156 
	

	Degrees of freedom 
	
	32.000 
	

	p 
	
	< 0.001 
	

	

	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.964 
	

	Tucker-Lewis Index (TLI) 
	
	0.950 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.950 
	

	Bentler-Bonett Normed Fit Index (NFI) 
	
	0.958 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.681 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.941 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.964 
	

	Relative Noncentrality Index (RNI) 
	
	0.964 
	

	



	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	  
	

	Loglikelihood unrestricted model (H1) 
	
	  
	

	Number of free parameters 
	
	100.000 
	

	Akaike (AIC) 
	
	  
	

	Bayesian (BIC) 
	
	  
	

	Sample-size adjusted Bayesian (BIC) 
	
	  
	

	

	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.119 
	

	90 Percent Confidence Interval 
	
	0.104 - 0.135 
	

	p-value RMSEA <= 0.05 
	
	< 0.001 
	

	



	Standardized Root Mean Square Residual 

	  
	Model 

	RMR 
	
	0.068 
	

	RMR (No Mean) 
	
	0.074 
	

	SRMR 
	
	0.074 
	

	

	Other Fit Indices 

	  
	Model 

	Hoelter Critical N (CN) alpha=0.05 
	
	87.136 
	

	Hoelter Critical N (CN) alpha=0.01 
	
	100.732 
	

	Goodness of Fit Index (GFI) 
	
	0.989 
	

	Parsimony Goodness of Fit Index (GFI) 
	
	0.953 
	

	McDonald Fit Index (MFI) 
	
	0.797 
	

	Expected Cross-Validation Index (ECVI) 
	
	  
	

	



	R-Squared 

	Variable 
	R² 

	enjoy 
	
	0.398 
	

	fgood 
	
	0.654 
	

	worth 
	
	0.573 
	

	approve 
	
	0.371 
	

	ambitous 
	
	0.482 
	

	couteous 
	
	0.372 
	

	trust 
	
	0.411 
	

	steady 
	
	0.290 
	

	copertiv 
	
	0.231 
	

	produtiv 
	
	0.414 
	

	posemo 
	
	0.730 
	

	values 
	
	0.894 
	

	

	Covariances (lower triangle) / correlations (upper triangle) 

	  
	  
	enjoy 
	fgood 
	worth 
	approve 
	ambitous 
	couteous 
	trust 
	steady 
	copertiv 
	produtiv 

	enjoy 
	
	observed 
	
	1.000 
	
	0.559 
	
	0.486 
	
	0.390 
	
	0.206 
	
	0.214 
	
	0.244 
	
	0.248 
	
	0.233 
	
	0.296 
	

	approve 
	
	~~ 
	
	steady 
	
	0.008 
	
	-0.004 
	
	-0.004 
	
	-0.006 
	
	-0.006 
	

	couteous 
	
	~~ 
	
	steady 
	
	0.006 
	
	0.003 
	
	0.003 
	
	0.005 
	
	0.005 
	

	



[image: ]
[image: ]
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Chapter 30   Multitrait-Multimethod

This following long quote is a good overview of the Multitrait-Mutimethod procedure.
“Multitrait‐Multimethod‐Analysis: The Psychometric Foundation of CFA‐MTMM Models Tobias Koch, Michael Eid, and Katharina Lochner: 
Introduction to the ‘Classical’ MTMM Analysis 
One of the most fundamental questions in social and behavioral sciences is the question of the adequacy and appropriateness of inferences, psychological decisions, and/ or actions based on test scores. According to Messick (1980, 1989, 1995) as well as most authors of the standards on educational and psychological testing (e.g., APA, AERA, & NCME, 1999) this issue refers to the concept of validity. Invalid and/ or inaccurate measurements may lead to inaccurate psychological judgments (e.g., wrong diagnoses), wrong or suboptimal practical decisions (e.g., treatments), or biased estimates of treatment effects (see Courvoisier, Nussbeck, Eid, Geiser, & Cole, 2008). Hence, many researchers are especially interested in scrutinizing the validity of their measures (e.g., tests). The multitrait‐multimethod (MTMM) approach originally developed by Campbell and Fiske (1959) represents one of the most common ways to investigate the validity of a given measure. As David Kenny (1995) states ‘The MTMM matrix represents one of the most important discoveries in the social and behavioral sciences. It is as important an invention in the behavioral science field as the microscope is in biology and the telescope is in astronomy’ (p. 123). Moreover, the seminal article by Campbell and Fiske (1959) has been cited over 5,000 times and is known to be one of the most influential articles in psychology (Sternberg, 1992). But what is the basic idea of MTMM analysis? Simply speaking, the basic idea of MTMM analysis is that theoretically related test scores measuring the same or similar traits should also be empirically associated with each other (i.e., show high positive correlations), whereas theoretically unrelated test scores measuring different (theoretically unrelated) constructs should also be empirically unrelated with each other (i.e., show low or insignificant correlations). The first statement refers to the degree of convergent validity among the measures; the second statement refers to the degree of discriminant validity.” 
Paul Irwing; Tom Booth; David J. Hughes. The Wiley Handbook of Psychometric Testing (Kindle Locations 29492-29511). Wiley. Kindle Edition.




The factors on the right of the model are traits.
The factors on the left side of the model are methods
Click here for a description and procedure of Block Diagrams (press ctrl-[left arrow] to return to here).



as
posemo
fgood

Met1
steady

copertiv

enjor

Met2
mover
health


satisfid

worth

Met3
satis
sucesful

productiv


This is in file   lavaanRunMTMM.txt  Data File in use is: LSQJOY_TK
[image: ]

[image: ]

[image: ]
Past the following text into the JASP window
posemo=~t1*fgood + t2*enjoy + t3*worth
pospro=~t4*steady + t5*health + t6*sucesful
satis=~t7*copertiv + t8*satisfid + t9*produtiv
met1=~m1*fgood + m2*steady + m3*copertiv
met2=~m4*enjoy + m5*health + m6*satisfid
met3=~m7*worth + m8*sucesful + m9*produtiv

Paste it the above text into  the lavaan syntax window as follows:
[image: ]



The above procedure provided usual calculation and labeled the selected parameters as follows:
[image: ]
According to this procedure for assessing the multi-trait multi-method (MTMM) procedure the “t” parameters should be larger than the “m” parameters  (See Canfield, et. el. 2015).  This can be assessed by constraining the m parameters to be larger than the m parameters and assessing whether  the resulting Chi Square change is significant.

The Chi Square did change but the degrees of freedom are the same in both runs.  However, the degrees of freedom did change based on the constraints but the program does not automatically calculate that change. 
[image: ]
[image: ]
[image: ]
 Consequently, we must manually calculate the degrees of freedom.  This can be done noting the values of the “m” parameters.

	0.653

	0.114

	0.471

	0.509

	1.458

	0.134

	0.523

	-0.176

	0.812

	


	4.498

	The sum of these values is:


  4.5 degrees of freedom
With 4.5 degrees of freedom the Chi Square would have needed to be 10 or higher to be significant.   The difference (6.675 - .512=6.23) between the run with the constraints (6.23) and without the constraints (.512). It indicates that the trait factors were higher than the method factors thus supporting the MTMM hypothesis.





[image: ]

The validity diagonal is another indicator:
	
	fgood
	steady
	copertiv
	enjoy
	health
	satisfid
	worth
	sucesful
	produtiv

	fgood
	1
	
	
	
	
	
	
	
	

	steady
	0.264
	1
	
	
	
	
	
	
	

	copertiv
	0.334
	0.198
	1
	
	
	
	
	
	

	enjoy
	0.528
	0.222
	0.26
	1
	
	
	
	
	

	health
	0.448
	0.461
	0.226
	0.373
	1
	
	
	
	

	satisfid
	0.236
	0.186
	0.264
	0.151
	0.141
	1
	
	
	

	worth
	0.62
	0.36
	0.25
	0.444
	0.387
	0.194
	1
	
	

	sucesful
	0.334
	0.405
	0.284
	0.265
	0.349
	0.251
	0.355
	1
	

	produtiv
	0.488
	0.367
	0.307
	0.314
	0.411
	0.193
	0.53
	0.335
	1




In most cases the yellow background cell is higher than any row or column associated with that cell (cell satisfied with prodctiv is one exception -- .193)














Chapter 30 - B
THIS IS THE SAME AS CHAPTER 31.   They NEED TO BE COMBINED.  I THINK THAT 30 IS MORE ACCURATE BUT THIS IS MORE ACCURATE


HandoutMTMMlavaan1
Open JASP
Click File

[image: ]

[image: ]
IMPORTANT
The scale of any variable (Likert type item or subscale) must all go in the same direction (see also the reliability handout – HandoutReliabiliatyg.docx – page 9).  In the examples used in this guide most of the items are in the positive direction for positive items.  For example, an 8 represents the a positive score on the item “Do you think you successful?”  However, the item “…have you felt sad or depress?” the 8 (high score) is negative.  If you wanted to add these two items together in a subscale one or the other would need to be “reversed.”  The item that would need to be reversed would depend on the direction that scale should go.  In some psychological scales the direction negative.  For example, a high score on a a depression scale would indicate that the test-taker was depressed indicating a negative direction.  However, in the present example most of the items go in the positive direction so that the negative items would need to be reversed.
Reversing Items
In the present example five items will be reversed using the JASP procedures.  Only one item is present for demonstration purposes.
In the JASP click on the plus sign at the end of the items.
[image: ]
In this example the item “insecure” will be reversed with an R added to the name to indicated that it has been reversed.
[image: ]
Click Create
[image: ]
Click on the minus sign.
[image: ]
Then put an 8 in the position shown below.
[image: ]
Scroll down to “insecure” on the left-hand side and then click it.
[image: ]

Insecure will be moved to the “create box”
[image: ]

Then click the Compute column box
[image: ]
Notice that the new variable insecureR appears in the data file.  Repeat this procedure for any varialbles that need to be reversed
In this example it will require two different runs to accomplish the MTMM procedure as presented by Canfield et. al.  The following jobstream in LAVAAN runs the first part needed for the procedure.
[image: ]
Click the plus sign, then SEM and then Lavaan

The jobstream is shown in a text file first (and you should perform in this manner) to show the full jobstream along with selections to be made.
[image: ]

Seems like it would be good practice to draw the model first.
[image: ]

[image: ]
[image: ]
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Then put the cursor in the control box and press Ctrll + Enter
[image: ]
Click on Results and then Copy.  
The output is ready to be Pasted to a Word file (or some other kind of file) and has be pasted here.
Results
lavaan: Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	Δχ² 
	p 

	Saturated 
	
	0 
	
	. 
	
	. 
	
	0.000 
	
	. 
	
	. 
	

	Model 1 
	
	232 
	
	45955.4 
	
	46355.2 
	
	588.139 
	
	588.139 
	
	< 0.001 
	

	

	Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	neurotic 
	
	=~ 
	
	insecureR 
	
	pins 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.318 
	
	0.739 
	
	0.739 
	
	. 
	

	neurotic 
	
	=~ 
	
	fearfulR 
	
	pfear 
	
	0.922 
	
	0.050 
	
	18.417 
	
	< .001 
	
	0.824 
	
	1.020 
	
	1.216 
	
	0.731 
	
	0.731 
	
	. 
	

	neurotic 
	
	=~ 
	
	sadR 
	
	psad 
	
	0.967 
	
	0.052 
	
	18.471 
	
	< .001 
	
	0.864 
	
	1.069 
	
	1.274 
	
	0.712 
	
	0.712 
	
	. 
	

	neurotic 
	
	=~ 
	
	worriedR 
	
	pwor 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.318 
	
	0.679 
	
	0.679 
	
	. 
	

	neurotic 
	
	=~ 
	
	confuseR 
	
	pcon 
	
	0.942 
	
	0.054 
	
	17.555 
	
	< .001 
	
	0.837 
	
	1.047 
	
	1.241 
	
	0.689 
	
	0.689 
	
	. 
	

	extravert 
	
	=~ 
	
	charm 
	
	pcha 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.924 
	
	0.464 
	
	0.464 
	
	. 
	

	extravert 
	
	=~ 
	
	hconflic 
	
	phco 
	
	1.331 
	
	0.130 
	
	10.250 
	
	< .001 
	
	1.077 
	
	1.586 
	
	1.231 
	
	0.579 
	
	0.579 
	
	. 
	

	extravert 
	
	=~ 
	
	better 
	
	pbet 
	
	0.952 
	
	0.102 
	
	9.331 
	
	< .001 
	
	0.752 
	
	1.152 
	
	0.880 
	
	0.472 
	
	0.472 
	
	. 
	

	extravert 
	
	=~ 
	
	charge 
	
	pcha 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.924 
	
	0.462 
	
	0.462 
	
	. 
	

	extravert 
	
	=~ 
	
	people 
	
	ppeo 
	
	1.139 
	
	0.102 
	
	11.130 
	
	< .001 
	
	0.938 
	
	1.340 
	
	1.053 
	
	0.582 
	
	0.582 
	
	. 
	

	cons 
	
	=~ 
	
	loyal 
	
	ploy 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.779 
	
	0.690 
	
	0.690 
	
	. 
	

	cons 
	
	=~ 
	
	sucesful 
	
	psuc 
	
	0.900 
	
	0.105 
	
	8.567 
	
	< .001 
	
	0.694 
	
	1.106 
	
	0.701 
	
	0.434 
	
	0.434 
	
	. 
	

	cons 
	
	=~ 
	
	fair 
	
	pfai 
	
	0.923 
	
	0.061 
	
	15.261 
	
	< .001 
	
	0.805 
	
	1.042 
	
	0.719 
	
	0.731 
	
	0.731 
	
	. 
	

	cons 
	
	=~ 
	
	kind 
	
	pkin 
	
	1.003 
	
	0.064 
	
	15.781 
	
	< .001 
	
	0.879 
	
	1.128 
	
	0.782 
	
	0.761 
	
	0.761 
	
	. 
	

	cons 
	
	=~ 
	
	produtiv 
	
	ppro 
	
	0.533 
	
	0.138 
	
	3.853 
	
	< .001 
	
	0.262 
	
	0.804 
	
	0.415 
	
	0.218 
	
	0.218 
	
	. 
	

	agree 
	
	=~ 
	
	copertiv 
	
	pcop 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.791 
	
	0.575 
	
	0.575 
	
	. 
	

	agree 
	
	=~ 
	
	couteous 
	
	pcou 
	
	1.023 
	
	0.081 
	
	12.679 
	
	< .001 
	
	0.865 
	
	1.181 
	
	0.809 
	
	0.743 
	
	0.743 
	
	. 
	

	agree 
	
	=~ 
	
	trust 
	
	ptru 
	
	0.671 
	
	0.060 
	
	11.233 
	
	< .001 
	
	0.554 
	
	0.788 
	
	0.531 
	
	0.632 
	
	0.632 
	
	. 
	

	agree 
	
	=~ 
	
	dowill 
	
	pdow 
	
	0.895 
	
	0.081 
	
	11.056 
	
	< .001 
	
	0.736 
	
	1.053 
	
	0.708 
	
	0.542 
	
	0.542 
	
	. 
	

	agree 
	
	=~ 
	
	gentle 
	
	pgen 
	
	1.096 
	
	0.112 
	
	9.758 
	
	< .001 
	
	0.876 
	
	1.316 
	
	0.867 
	
	0.495 
	
	0.495 
	
	. 
	

	open 
	
	=~ 
	
	worth 
	
	pwor 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.754 
	
	0.424 
	
	0.424 
	
	. 
	

	open 
	
	=~ 
	
	fun 
	
	pfun 
	
	0.764 
	
	0.124 
	
	6.160 
	
	< .001 
	
	0.521 
	
	1.006 
	
	0.576 
	
	0.293 
	
	0.293 
	
	. 
	

	open 
	
	=~ 
	
	fgood 
	
	pfgo 
	
	1.239 
	
	0.114 
	
	10.868 
	
	< .001 
	
	1.015 
	
	1.462 
	
	0.934 
	
	0.544 
	
	0.544 
	
	. 
	

	open 
	
	=~ 
	
	enjoy 
	
	penj 
	
	1.312 
	
	0.162 
	
	8.117 
	
	< .001 
	
	0.996 
	
	1.629 
	
	0.989 
	
	0.497 
	
	0.497 
	
	. 
	

	open 
	
	=~ 
	
	satisfid 
	
	psat 
	
	1.621 
	
	0.206 
	
	7.849 
	
	< .001 
	
	1.216 
	
	2.025 
	
	1.222 
	
	0.711 
	
	0.711 
	
	. 
	

	f1 
	
	=~ 
	
	insecureR 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.497 
	
	0.278 
	
	0.278 
	
	. 
	

	f1 
	
	=~ 
	
	charm 
	
	
	
	1.270 
	
	0.310 
	
	4.100 
	
	< .001 
	
	0.663 
	
	1.877 
	
	0.631 
	
	0.317 
	
	0.317 
	
	. 
	

	f1 
	
	=~ 
	
	loyal 
	
	
	
	0.114 
	
	0.135 
	
	0.843 
	
	0.399 
	
	-0.151 
	
	0.378 
	
	0.056 
	
	0.050 
	
	0.050 
	
	. 
	

	f1 
	
	=~ 
	
	copertiv 
	
	
	
	0.785 
	
	0.177 
	
	4.433 
	
	< .001 
	
	0.438 
	
	1.132 
	
	0.390 
	
	0.284 
	
	0.284 
	
	. 
	

	f1 
	
	=~ 
	
	worth 
	
	
	
	2.420 
	
	0.408 
	
	5.928 
	
	< .001 
	
	1.620 
	
	3.220 
	
	1.202 
	
	0.677 
	
	0.677 
	
	. 
	

	f2 
	
	=~ 
	
	fearfulR 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.319 
	
	0.192 
	
	0.192 
	
	. 
	

	f2 
	
	=~ 
	
	hconflic 
	
	
	
	2.037 
	
	0.643 
	
	3.167 
	
	0.002 
	
	0.777 
	
	3.298 
	
	0.650 
	
	0.306 
	
	0.306 
	
	. 
	

	f2 
	
	=~ 
	
	sucesful 
	
	
	
	2.383 
	
	0.617 
	
	3.861 
	
	< .001 
	
	1.173 
	
	3.592 
	
	0.761 
	
	0.471 
	
	0.471 
	
	. 
	

	f2 
	
	=~ 
	
	couteous 
	
	
	
	0.262 
	
	0.200 
	
	1.308 
	
	0.191 
	
	-0.131 
	
	0.655 
	
	0.084 
	
	0.077 
	
	0.077 
	
	. 
	

	f2 
	
	=~ 
	
	fun 
	
	
	
	2.378 
	
	0.626 
	
	3.801 
	
	< .001 
	
	1.152 
	
	3.604 
	
	0.759 
	
	0.386 
	
	0.386 
	
	. 
	

	f3 
	
	=~ 
	
	sadR 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.508 
	
	0.284 
	
	0.284 
	
	. 
	

	f3 
	
	=~ 
	
	better 
	
	
	
	1.676 
	
	0.356 
	
	4.713 
	
	< .001 
	
	0.979 
	
	2.373 
	
	0.851 
	
	0.456 
	
	0.456 
	
	. 
	

	f3 
	
	=~ 
	
	fair 
	
	
	
	0.294 
	
	0.114 
	
	2.571 
	
	0.010 
	
	0.070 
	
	0.517 
	
	0.149 
	
	0.151 
	
	0.151 
	
	. 
	

	f3 
	
	=~ 
	
	trust 
	
	
	
	0.053 
	
	0.098 
	
	0.546 
	
	0.585 
	
	-0.138 
	
	0.245 
	
	0.027 
	
	0.032 
	
	0.032 
	
	. 
	

	f3 
	
	=~ 
	
	fgood 
	
	
	
	2.037 
	
	0.327 
	
	6.230 
	
	< .001 
	
	1.396 
	
	2.677 
	
	1.034 
	
	0.603 
	
	0.603 
	
	. 
	

	f4 
	
	=~ 
	
	worriedR 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.427 
	
	0.220 
	
	0.220 
	
	. 
	

	f4 
	
	=~ 
	
	charge 
	
	
	
	2.296 
	
	0.584 
	
	3.930 
	
	< .001 
	
	1.151 
	
	3.440 
	
	0.981 
	
	0.491 
	
	0.491 
	
	. 
	

	f4 
	
	=~ 
	
	kind 
	
	
	
	0.212 
	
	0.145 
	
	1.468 
	
	0.142 
	
	-0.071 
	
	0.495 
	
	0.091 
	
	0.088 
	
	0.088 
	
	. 
	

	f4 
	
	=~ 
	
	dowill 
	
	
	
	0.920 
	
	0.232 
	
	3.966 
	
	< .001 
	
	0.465 
	
	1.375 
	
	0.393 
	
	0.301 
	
	0.301 
	
	. 
	

	f4 
	
	=~ 
	
	enjoy 
	
	
	
	1.593 
	
	0.359 
	
	4.441 
	
	< .001 
	
	0.890 
	
	2.296 
	
	0.681 
	
	0.342 
	
	0.342 
	
	. 
	

	f5 
	
	=~ 
	
	confuseR 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.503 
	
	0.279 
	
	0.279 
	
	. 
	

	f5 
	
	=~ 
	
	people 
	
	
	
	1.914 
	
	0.404 
	
	4.738 
	
	< .001 
	
	1.122 
	
	2.706 
	
	0.963 
	
	0.532 
	
	0.532 
	
	. 
	

	f5 
	
	=~ 
	
	produtiv 
	
	
	
	2.629 
	
	0.496 
	
	5.299 
	
	< .001 
	
	1.657 
	
	3.601 
	
	1.322 
	
	0.694 
	
	0.694 
	
	. 
	

	f5 
	
	=~ 
	
	gentle 
	
	
	
	0.405 
	
	0.192 
	
	2.106 
	
	0.035 
	
	0.028 
	
	0.782 
	
	0.204 
	
	0.116 
	
	0.116 
	
	. 
	

	f5 
	
	=~ 
	
	satisfid 
	
	
	
	0.724 
	
	0.190 
	
	3.819 
	
	< .001 
	
	0.352 
	
	1.095 
	
	0.364 
	
	0.212 
	
	0.212 
	
	. 
	

	f1 
	
	~~ 
	
	f2 
	
	
	
	0.171 
	
	0.072 
	
	2.395 
	
	0.017 
	
	0.031 
	
	0.312 
	
	1.081 
	
	1.081 
	
	1.081 
	
	. 
	

	f1 
	
	~~ 
	
	f3 
	
	
	
	0.268 
	
	0.091 
	
	2.955 
	
	0.003 
	
	0.090 
	
	0.446 
	
	1.062 
	
	1.062 
	
	1.062 
	
	. 
	

	f1 
	
	~~ 
	
	f4 
	
	
	
	0.216 
	
	0.084 
	
	2.585 
	
	0.010 
	
	0.052 
	
	0.380 
	
	1.018 
	
	1.018 
	
	1.018 
	
	. 
	

	f1 
	
	~~ 
	
	f5 
	
	
	
	0.250 
	
	0.086 
	
	2.899 
	
	0.004 
	
	0.081 
	
	0.419 
	
	1.001 
	
	1.001 
	
	1.001 
	
	. 
	

	f2 
	
	~~ 
	
	f3 
	
	
	
	0.157 
	
	0.066 
	
	2.366 
	
	0.018 
	
	0.027 
	
	0.288 
	
	0.971 
	
	0.971 
	
	0.971 
	
	. 
	

	f2 
	
	~~ 
	
	f4 
	
	
	
	0.155 
	
	0.070 
	
	2.224 
	
	0.026 
	
	0.018 
	
	0.291 
	
	1.136 
	
	1.136 
	
	1.136 
	
	. 
	

	f2 
	
	~~ 
	
	f5 
	
	
	
	0.164 
	
	0.069 
	
	2.388 
	
	0.017 
	
	0.029 
	
	0.299 
	
	1.023 
	
	1.023 
	
	1.023 
	
	. 
	

	f3 
	
	~~ 
	
	f4 
	
	
	
	0.222 
	
	0.084 
	
	2.630 
	
	0.009 
	
	0.056 
	
	0.387 
	
	1.021 
	
	1.021 
	
	1.021 
	
	. 
	

	f3 
	
	~~ 
	
	f5 
	
	
	
	0.256 
	
	0.087 
	
	2.952 
	
	0.003 
	
	0.086 
	
	0.427 
	
	1.004 
	
	1.004 
	
	1.004 
	
	. 
	

	f4 
	
	~~ 
	
	f5 
	
	
	
	0.217 
	
	0.083 
	
	2.609 
	
	0.009 
	
	0.054 
	
	0.380 
	
	1.008 
	
	1.008 
	
	1.008 
	
	. 
	

	neurotic 
	
	~~ 
	
	extravert 
	
	
	
	-0.266 
	
	0.084 
	
	-3.157 
	
	0.002 
	
	-0.431 
	
	-0.101 
	
	-0.218 
	
	-0.218 
	
	-0.218 
	
	. 
	

	neurotic 
	
	~~ 
	
	cons 
	
	
	
	0.333 
	
	0.066 
	
	5.088 
	
	< .001 
	
	0.205 
	
	0.462 
	
	0.325 
	
	0.325 
	
	0.325 
	
	. 
	

	neurotic 
	
	~~ 
	
	agree 
	
	
	
	0.289 
	
	0.071 
	
	4.050 
	
	< .001 
	
	0.149 
	
	0.429 
	
	0.277 
	
	0.277 
	
	0.277 
	
	. 
	

	neurotic 
	
	~~ 
	
	open 
	
	
	
	0.640 
	
	0.117 
	
	5.469 
	
	< .001 
	
	0.411 
	
	0.870 
	
	0.644 
	
	0.644 
	
	0.644 
	
	. 
	

	extravert 
	
	~~ 
	
	cons 
	
	
	
	0.168 
	
	0.060 
	
	2.817 
	
	0.005 
	
	0.051 
	
	0.284 
	
	0.233 
	
	0.233 
	
	0.233 
	
	. 
	

	extravert 
	
	~~ 
	
	agree 
	
	
	
	0.182 
	
	0.066 
	
	2.766 
	
	0.006 
	
	0.053 
	
	0.311 
	
	0.249 
	
	0.249 
	
	0.249 
	
	. 
	

	extravert 
	
	~~ 
	
	open 
	
	
	
	-0.177 
	
	0.058 
	
	-3.052 
	
	0.002 
	
	-0.290 
	
	-0.063 
	
	-0.254 
	
	-0.254 
	
	-0.254 
	
	. 
	

	cons 
	
	~~ 
	
	agree 
	
	
	
	0.636 
	
	0.067 
	
	9.501 
	
	< .001 
	
	0.505 
	
	0.768 
	
	1.033 
	
	1.033 
	
	1.033 
	
	. 
	

	cons 
	
	~~ 
	
	open 
	
	
	
	0.369 
	
	0.073 
	
	5.018 
	
	< .001 
	
	0.225 
	
	0.513 
	
	0.628 
	
	0.628 
	
	0.628 
	
	. 
	

	agree 
	
	~~ 
	
	open 
	
	
	
	0.381 
	
	0.085 
	
	4.475 
	
	< .001 
	
	0.214 
	
	0.547 
	
	0.638 
	
	0.638 
	
	0.638 
	
	. 
	

	insecureR 
	
	~~ 
	
	insecureR 
	
	
	
	1.198 
	
	0.093 
	
	12.880 
	
	< .001 
	
	1.016 
	
	1.380 
	
	1.198 
	
	0.376 
	
	0.376 
	
	. 
	

	fearfulR 
	
	~~ 
	
	fearfulR 
	
	
	
	1.189 
	
	0.091 
	
	13.042 
	
	< .001 
	
	1.010 
	
	1.367 
	
	1.189 
	
	0.429 
	
	0.429 
	
	. 
	

	sadR 
	
	~~ 
	
	sadR 
	
	
	
	1.323 
	
	0.100 
	
	13.178 
	
	< .001 
	
	1.126 
	
	1.519 
	
	1.323 
	
	0.413 
	
	0.413 
	
	. 
	

	worriedR 
	
	~~ 
	
	worriedR 
	
	
	
	1.845 
	
	0.130 
	
	14.179 
	
	< .001 
	
	1.590 
	
	2.100 
	
	1.845 
	
	0.490 
	
	0.490 
	
	. 
	

	confuseR 
	
	~~ 
	
	confuseR 
	
	
	
	1.455 
	
	0.107 
	
	13.587 
	
	< .001 
	
	1.245 
	
	1.665 
	
	1.455 
	
	0.448 
	
	0.448 
	
	. 
	

	charm 
	
	~~ 
	
	charm 
	
	
	
	2.716 
	
	0.183 
	
	14.806 
	
	< .001 
	
	2.356 
	
	3.075 
	
	2.716 
	
	0.684 
	
	0.684 
	
	. 
	

	hconflic 
	
	~~ 
	
	hconflic 
	
	
	
	2.574 
	
	0.203 
	
	12.678 
	
	< .001 
	
	2.176 
	
	2.972 
	
	2.574 
	
	0.571 
	
	0.571 
	
	. 
	

	better 
	
	~~ 
	
	better 
	
	
	
	1.979 
	
	0.149 
	
	13.326 
	
	< .001 
	
	1.688 
	
	2.270 
	
	1.979 
	
	0.569 
	
	0.569 
	
	. 
	

	charge 
	
	~~ 
	
	charge 
	
	
	
	2.180 
	
	0.178 
	
	12.228 
	
	< .001 
	
	1.830 
	
	2.529 
	
	2.180 
	
	0.545 
	
	0.545 
	
	. 
	

	people 
	
	~~ 
	
	people 
	
	
	
	1.238 
	
	0.121 
	
	10.210 
	
	< .001 
	
	1.001 
	
	1.476 
	
	1.238 
	
	0.378 
	
	0.378 
	
	. 
	

	loyal 
	
	~~ 
	
	loyal 
	
	
	
	0.664 
	
	0.046 
	
	14.328 
	
	< .001 
	
	0.573 
	
	0.755 
	
	0.664 
	
	0.521 
	
	0.521 
	
	. 
	

	sucesful 
	
	~~ 
	
	sucesful 
	
	
	
	1.541 
	
	0.113 
	
	13.659 
	
	< .001 
	
	1.320 
	
	1.762 
	
	1.541 
	
	0.590 
	
	0.590 
	
	. 
	

	fair 
	
	~~ 
	
	fair 
	
	
	
	0.429 
	
	0.031 
	
	13.891 
	
	< .001 
	
	0.369 
	
	0.490 
	
	0.429 
	
	0.443 
	
	0.443 
	
	. 
	

	kind 
	
	~~ 
	
	kind 
	
	
	
	0.435 
	
	0.033 
	
	13.173 
	
	< .001 
	
	0.370 
	
	0.500 
	
	0.435 
	
	0.413 
	
	0.413 
	
	. 
	

	produtiv 
	
	~~ 
	
	produtiv 
	
	
	
	1.714 
	
	0.163 
	
	10.540 
	
	< .001 
	
	1.395 
	
	2.032 
	
	1.714 
	
	0.471 
	
	0.471 
	
	. 
	

	copertiv 
	
	~~ 
	
	copertiv 
	
	
	
	1.112 
	
	0.072 
	
	15.414 
	
	< .001 
	
	0.970 
	
	1.253 
	
	1.112 
	
	0.588 
	
	0.588 
	
	. 
	

	couteous 
	
	~~ 
	
	couteous 
	
	
	
	0.523 
	
	0.039 
	
	13.395 
	
	< .001 
	
	0.447 
	
	0.600 
	
	0.523 
	
	0.442 
	
	0.442 
	
	. 
	

	trust 
	
	~~ 
	
	trust 
	
	
	
	0.423 
	
	0.028 
	
	14.903 
	
	< .001 
	
	0.368 
	
	0.479 
	
	0.423 
	
	0.600 
	
	0.600 
	
	. 
	

	dowill 
	
	~~ 
	
	dowill 
	
	
	
	1.048 
	
	0.068 
	
	15.394 
	
	< .001 
	
	0.914 
	
	1.181 
	
	1.048 
	
	0.615 
	
	0.615 
	
	. 
	

	gentle 
	
	~~ 
	
	gentle 
	
	
	
	2.278 
	
	0.143 
	
	15.882 
	
	< .001 
	
	1.997 
	
	2.559 
	
	2.278 
	
	0.742 
	
	0.742 
	
	. 
	

	worth 
	
	~~ 
	
	worth 
	
	
	
	1.141 
	
	0.123 
	
	9.303 
	
	< .001 
	
	0.901 
	
	1.382 
	
	1.141 
	
	0.362 
	
	0.362 
	
	. 
	

	fun 
	
	~~ 
	
	fun 
	
	
	
	2.952 
	
	0.192 
	
	15.382 
	
	< .001 
	
	2.576 
	
	3.328 
	
	2.952 
	
	0.765 
	
	0.765 
	
	. 
	

	fgood 
	
	~~ 
	
	fgood 
	
	
	
	1.002 
	
	0.101 
	
	9.925 
	
	< .001 
	
	0.804 
	
	1.200 
	
	1.002 
	
	0.341 
	
	0.341 
	
	. 
	

	enjoy 
	
	~~ 
	
	enjoy 
	
	
	
	2.521 
	
	0.172 
	
	14.648 
	
	< .001 
	
	2.184 
	
	2.859 
	
	2.521 
	
	0.636 
	
	0.636 
	
	. 
	

	satisfid 
	
	~~ 
	
	satisfid 
	
	
	
	1.323 
	
	0.123 
	
	10.732 
	
	< .001 
	
	1.081 
	
	1.564 
	
	1.323 
	
	0.449 
	
	0.449 
	
	. 
	

	neurotic 
	
	~~ 
	
	neurotic 
	
	
	
	1.738 
	
	0.160 
	
	10.829 
	
	< .001 
	
	1.423 
	
	2.052 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	extravert 
	
	~~ 
	
	extravert 
	
	
	
	0.855 
	
	0.133 
	
	6.438 
	
	< .001 
	
	0.594 
	
	1.115 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	cons 
	
	~~ 
	
	cons 
	
	
	
	0.607 
	
	0.070 
	
	8.638 
	
	< .001 
	
	0.469 
	
	0.744 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	agree 
	
	~~ 
	
	agree 
	
	
	
	0.626 
	
	0.096 
	
	6.511 
	
	< .001 
	
	0.437 
	
	0.814 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	open 
	
	~~ 
	
	open 
	
	
	
	0.568 
	
	0.148 
	
	3.842 
	
	< .001 
	
	0.278 
	
	0.858 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	f1 
	
	~~ 
	
	f1 
	
	
	
	0.247 
	
	0.094 
	
	2.618 
	
	0.009 
	
	0.062 
	
	0.431 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	f2 
	
	~~ 
	
	f2 
	
	
	
	0.102 
	
	0.056 
	
	1.807 
	
	0.071 
	
	-0.009 
	
	0.212 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	f3 
	
	~~ 
	
	f3 
	
	
	
	0.258 
	
	0.096 
	
	2.686 
	
	0.007 
	
	0.070 
	
	0.446 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	f4 
	
	~~ 
	
	f4 
	
	
	
	0.183 
	
	0.088 
	
	2.072 
	
	0.038 
	
	0.010 
	
	0.355 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	f5 
	
	~~ 
	
	f5 
	
	
	
	0.253 
	
	0.096 
	
	2.630 
	
	0.009 
	
	0.064 
	
	0.442 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	



	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	0.541 
	

	χ² 
	
	588.139 
	

	Degrees of freedom 
	
	232 
	

	p 
	
	< 0.001 
	

	

	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.938 
	

	Tucker-Lewis Index (TLI) 
	
	0.920 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.920 
	

	Bentler-Bonett Normed Fit Index (NFI) 
	
	0.902 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.698 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.874 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.939 
	

	Relative Noncentrality Index (RNI) 
	
	0.938 
	

	



	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	-22884.718 
	

	Loglikelihood unrestricted model (H1) 
	
	NA 
	

	Number of free parameters 
	
	93 
	

	Akaike (AIC) 
	
	45955.437 
	

	Bayesian (BIC) 
	
	46355.239 
	

	Sample-size adjusted Bayesian (BIC) 
	
	46060.021 
	

	

	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.053 
	

	90 Percent Confidence Interval 
	
	0.048 - 0.058 
	

	p-value RMSEA <= 0.05 
	
	0.164 
	

	



	Standardized Root Mean Square Residual 

	  
	Model 

	RMR 
	
	0.142 
	

	RMR (No Mean) 
	
	0.142 
	

	SRMR 
	
	0.046 
	

	

	Other Fit Indices 

	  
	Model 

	Hoelter Critical N (CN) alpha=0.05 
	
	249.378 
	

	Hoelter Critical N (CN) alpha=0.01 
	
	264.640 
	

	Goodness of Fit Index (GFI) 
	
	0.920 
	

	Parsimony Goodness of Fit Index (GFI) 
	
	0.888 
	

	McDonald Fit Index (MFI) 
	
	0.721 
	

	Expected Cross-Validation Index (ECVI) 
	
	1.423 
	

	




The diagram drawn above can now be filled in with data.
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Results
lavaan: Structural Equation Modeling
	Chi Square Test Statistic (unscaled) 

	  
	df 
	AIC 
	BIC 
	χ² 
	Δχ² 
	p 

	Saturated 
	
	0 
	
	. 
	
	. 
	
	0.000 
	
	. 
	
	. 
	

	Model 1 
	
	232 
	
	45955.5 
	
	46355.3 
	
	588.250 
	
	588.250 
	
	< 0.001 
	

	

	Parameter Estimates 

	  
	  
	  
	label 
	est 
	se 
	z 
	p 
	CI (lower) 
	CI (upper) 
	std (lv) 
	std (all) 
	std (nox) 
	group 

	neurotic 
	
	=~ 
	
	insecureR 
	
	pins 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.327 
	
	0.744 
	
	0.744 
	
	. 
	

	neurotic 
	
	=~ 
	
	fearfulR 
	
	pfear 
	
	0.921 
	
	0.049 
	
	18.610 
	
	< .001 
	
	0.824 
	
	1.018 
	
	1.222 
	
	0.735 
	
	0.735 
	
	. 
	

	neurotic 
	
	=~ 
	
	sadR 
	
	psad 
	
	0.965 
	
	0.052 
	
	18.642 
	
	< .001 
	
	0.863 
	
	1.066 
	
	1.281 
	
	0.716 
	
	0.716 
	
	. 
	

	neurotic 
	
	=~ 
	
	worriedR 
	
	pwor 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	1.327 
	
	0.684 
	
	0.684 
	
	. 
	

	neurotic 
	
	=~ 
	
	confuseR 
	
	pcon 
	
	0.940 
	
	0.053 
	
	17.710 
	
	< .001 
	
	0.836 
	
	1.044 
	
	1.248 
	
	0.693 
	
	0.693 
	
	. 
	

	extravert 
	
	=~ 
	
	charm 
	
	pcha 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.934 
	
	0.469 
	
	0.469 
	
	. 
	

	extravert 
	
	=~ 
	
	hconflic 
	
	phco 
	
	1.309 
	
	0.127 
	
	10.277 
	
	< .001 
	
	1.060 
	
	1.559 
	
	1.223 
	
	0.576 
	
	0.576 
	
	. 
	

	extravert 
	
	=~ 
	
	better 
	
	pbet 
	
	0.945 
	
	0.101 
	
	9.382 
	
	< .001 
	
	0.747 
	
	1.142 
	
	0.883 
	
	0.473 
	
	0.473 
	
	. 
	

	extravert 
	
	=~ 
	
	charge 
	
	pcha 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.934 
	
	0.466 
	
	0.466 
	
	. 
	

	extravert 
	
	=~ 
	
	people 
	
	ppeo 
	
	1.132 
	
	0.101 
	
	11.225 
	
	< .001 
	
	0.934 
	
	1.329 
	
	1.057 
	
	0.584 
	
	0.584 
	
	. 
	

	cons 
	
	=~ 
	
	loyal 
	
	ploy 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.778 
	
	0.690 
	
	0.690 
	
	. 
	

	cons 
	
	=~ 
	
	sucesful 
	
	psuc 
	
	0.936 
	
	0.087 
	
	10.746 
	
	< .001 
	
	0.765 
	
	1.107 
	
	0.729 
	
	0.451 
	
	0.451 
	
	. 
	

	cons 
	
	=~ 
	
	fair 
	
	pfai 
	
	0.930 
	
	0.058 
	
	15.918 
	
	< .001 
	
	0.816 
	
	1.045 
	
	0.724 
	
	0.736 
	
	0.736 
	
	. 
	

	cons 
	
	=~ 
	
	kind 
	
	pkin 
	
	1.008 
	
	0.062 
	
	16.198 
	
	< .001 
	
	0.886 
	
	1.130 
	
	0.784 
	
	0.764 
	
	0.764 
	
	. 
	

	cons 
	
	=~ 
	
	produtiv 
	
	ppro 
	
	0.603 
	
	0.000 
	
	. 
	
	. 
	
	0.603 
	
	0.603 
	
	0.469 
	
	0.246 
	
	0.246 
	
	. 
	

	agree 
	
	=~ 
	
	copertiv 
	
	pcop 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.806 
	
	0.587 
	
	0.587 
	
	. 
	

	agree 
	
	=~ 
	
	couteous 
	
	pcou 
	
	1.007 
	
	0.075 
	
	13.399 
	
	< .001 
	
	0.860 
	
	1.154 
	
	0.811 
	
	0.746 
	
	0.746 
	
	. 
	

	agree 
	
	=~ 
	
	trust 
	
	ptru 
	
	0.659 
	
	0.056 
	
	11.851 
	
	< .001 
	
	0.550 
	
	0.768 
	
	0.531 
	
	0.632 
	
	0.632 
	
	. 
	

	agree 
	
	=~ 
	
	dowill 
	
	pdow 
	
	0.897 
	
	0.079 
	
	11.324 
	
	< .001 
	
	0.741 
	
	1.052 
	
	0.723 
	
	0.554 
	
	0.554 
	
	. 
	

	agree 
	
	=~ 
	
	gentle 
	
	pgen 
	
	1.086 
	
	0.108 
	
	10.021 
	
	< .001 
	
	0.873 
	
	1.298 
	
	0.875 
	
	0.499 
	
	0.499 
	
	. 
	

	open 
	
	=~ 
	
	worth 
	
	pwor 
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.794 
	
	0.448 
	
	0.448 
	
	. 
	

	open 
	
	=~ 
	
	fun 
	
	pfun 
	
	0.753 
	
	0.116 
	
	6.485 
	
	< .001 
	
	0.525 
	
	0.980 
	
	0.598 
	
	0.304 
	
	0.304 
	
	. 
	

	open 
	
	=~ 
	
	fgood 
	
	pfgo 
	
	1.220 
	
	0.102 
	
	11.942 
	
	< .001 
	
	1.020 
	
	1.420 
	
	0.969 
	
	0.565 
	
	0.565 
	
	. 
	

	open 
	
	=~ 
	
	enjoy 
	
	penj 
	
	1.268 
	
	0.139 
	
	9.114 
	
	< .001 
	
	0.995 
	
	1.541 
	
	1.007 
	
	0.506 
	
	0.506 
	
	. 
	

	open 
	
	=~ 
	
	satisfid 
	
	psat 
	
	1.544 
	
	0.157 
	
	9.819 
	
	< .001 
	
	1.236 
	
	1.853 
	
	1.227 
	
	0.715 
	
	0.715 
	
	. 
	

	f1 
	
	=~ 
	
	insecureR 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.473 
	
	0.265 
	
	0.265 
	
	. 
	

	f1 
	
	=~ 
	
	charm 
	
	
	
	1.302 
	
	0.324 
	
	4.022 
	
	< .001 
	
	0.668 
	
	1.936 
	
	0.616 
	
	0.309 
	
	0.309 
	
	. 
	

	f1 
	
	=~ 
	
	loyal 
	
	
	
	0.056 
	
	0.123 
	
	0.456 
	
	0.648 
	
	-0.184 
	
	0.296 
	
	0.026 
	
	0.023 
	
	0.023 
	
	. 
	

	f1 
	
	=~ 
	
	copertiv 
	
	
	
	0.758 
	
	0.181 
	
	4.198 
	
	< .001 
	
	0.404 
	
	1.112 
	
	0.358 
	
	0.261 
	
	0.261 
	
	. 
	

	f1 
	
	=~ 
	
	worth 
	
	
	
	2.494 
	
	0.434 
	
	5.748 
	
	< .001 
	
	1.644 
	
	3.345 
	
	1.179 
	
	0.664 
	
	0.664 
	
	. 
	

	f2 
	
	=~ 
	
	fearfulR 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.294 
	
	0.177 
	
	0.177 
	
	. 
	

	f2 
	
	=~ 
	
	hconflic 
	
	
	
	2.214 
	
	0.717 
	
	3.089 
	
	0.002 
	
	0.809 
	
	3.618 
	
	0.651 
	
	0.307 
	
	0.307 
	
	. 
	

	f2 
	
	=~ 
	
	sucesful 
	
	
	
	2.478 
	
	0.683 
	
	3.628 
	
	< .001 
	
	1.139 
	
	3.817 
	
	0.729 
	
	0.452 
	
	0.452 
	
	. 
	

	f2 
	
	=~ 
	
	couteous 
	
	
	
	0.180 
	
	0.183 
	
	0.986 
	
	0.324 
	
	-0.178 
	
	0.538 
	
	0.053 
	
	0.049 
	
	0.049 
	
	. 
	

	f2 
	
	=~ 
	
	fun 
	
	
	
	2.501 
	
	0.692 
	
	3.617 
	
	< .001 
	
	1.146 
	
	3.856 
	
	0.736 
	
	0.375 
	
	0.375 
	
	. 
	

	f3 
	
	=~ 
	
	sadR 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.489 
	
	0.273 
	
	0.273 
	
	. 
	

	f3 
	
	=~ 
	
	better 
	
	
	
	1.736 
	
	0.367 
	
	4.735 
	
	< .001 
	
	1.018 
	
	2.455 
	
	0.850 
	
	0.456 
	
	0.456 
	
	. 
	

	f3 
	
	=~ 
	
	fair 
	
	
	
	0.249 
	
	0.103 
	
	2.423 
	
	0.015 
	
	0.048 
	
	0.451 
	
	0.122 
	
	0.124 
	
	0.124 
	
	. 
	

	f3 
	
	=~ 
	
	trust 
	
	
	
	0.013 
	
	0.088 
	
	0.145 
	
	0.885 
	
	-0.159 
	
	0.185 
	
	0.006 
	
	0.007 
	
	0.007 
	
	. 
	

	f3 
	
	=~ 
	
	fgood 
	
	
	
	2.042 
	
	0.338 
	
	6.048 
	
	< .001 
	
	1.380 
	
	2.704 
	
	1.000 
	
	0.583 
	
	0.583 
	
	. 
	

	f4 
	
	=~ 
	
	worriedR 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.404 
	
	0.208 
	
	0.208 
	
	. 
	

	f4 
	
	=~ 
	
	charge 
	
	
	
	2.455 
	
	0.637 
	
	3.854 
	
	< .001 
	
	1.206 
	
	3.703 
	
	0.992 
	
	0.495 
	
	0.495 
	
	. 
	

	f4 
	
	=~ 
	
	kind 
	
	
	
	0.146 
	
	0.130 
	
	1.123 
	
	0.262 
	
	-0.109 
	
	0.400 
	
	0.059 
	
	0.057 
	
	0.057 
	
	. 
	

	f4 
	
	=~ 
	
	dowill 
	
	
	
	0.916 
	
	0.247 
	
	3.713 
	
	< .001 
	
	0.432 
	
	1.399 
	
	0.370 
	
	0.284 
	
	0.284 
	
	. 
	

	f4 
	
	=~ 
	
	enjoy 
	
	
	
	1.624 
	
	0.389 
	
	4.175 
	
	< .001 
	
	0.862 
	
	2.387 
	
	0.656 
	
	0.330 
	
	0.330 
	
	. 
	

	f5 
	
	=~ 
	
	confuseR 
	
	
	
	1.000 
	
	0.000 
	
	. 
	
	. 
	
	1.000 
	
	1.000 
	
	0.481 
	
	0.267 
	
	0.267 
	
	. 
	

	f5 
	
	=~ 
	
	people 
	
	
	
	1.990 
	
	0.422 
	
	4.714 
	
	< .001 
	
	1.163 
	
	2.817 
	
	0.957 
	
	0.529 
	
	0.529 
	
	. 
	

	f5 
	
	=~ 
	
	produtiv 
	
	
	
	2.717 
	
	0.523 
	
	5.192 
	
	< .001 
	
	1.691 
	
	3.742 
	
	1.307 
	
	0.685 
	
	0.685 
	
	. 
	

	f5 
	
	=~ 
	
	gentle 
	
	
	
	0.345 
	
	0.186 
	
	1.852 
	
	0.064 
	
	-0.020 
	
	0.711 
	
	0.166 
	
	0.095 
	
	0.095 
	
	. 
	

	f5 
	
	=~ 
	
	satisfid 
	
	
	
	0.670 
	
	0.188 
	
	3.572 
	
	< .001 
	
	0.303 
	
	1.038 
	
	0.323 
	
	0.188 
	
	0.188 
	
	. 
	

	f1 
	
	~~ 
	
	f2 
	
	
	
	0.151 
	
	0.063 
	
	2.379 
	
	0.017 
	
	0.027 
	
	0.275 
	
	1.085 
	
	1.085 
	
	1.085 
	
	. 
	

	f1 
	
	~~ 
	
	f3 
	
	
	
	0.246 
	
	0.082 
	
	3.002 
	
	0.003 
	
	0.085 
	
	0.406 
	
	1.062 
	
	1.062 
	
	1.062 
	
	. 
	

	f1 
	
	~~ 
	
	f4 
	
	
	
	0.191 
	
	0.074 
	
	2.581 
	
	0.010 
	
	0.046 
	
	0.336 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	f1 
	
	~~ 
	
	f5 
	
	
	
	0.228 
	
	0.078 
	
	2.930 
	
	0.003 
	
	0.075 
	
	0.380 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	f2 
	
	~~ 
	
	f3 
	
	
	
	0.140 
	
	0.059 
	
	2.373 
	
	0.018 
	
	0.024 
	
	0.256 
	
	0.975 
	
	0.975 
	
	0.975 
	
	. 
	

	f2 
	
	~~ 
	
	f4 
	
	
	
	0.135 
	
	0.061 
	
	2.190 
	
	0.028 
	
	0.014 
	
	0.255 
	
	1.133 
	
	1.133 
	
	1.133 
	
	. 
	

	f2 
	
	~~ 
	
	f5 
	
	
	
	0.147 
	
	0.061 
	
	2.384 
	
	0.017 
	
	0.026 
	
	0.267 
	
	1.036 
	
	1.036 
	
	1.036 
	
	. 
	

	f3 
	
	~~ 
	
	f4 
	
	
	
	0.201 
	
	0.076 
	
	2.643 
	
	0.008 
	
	0.052 
	
	0.350 
	
	1.015 
	
	1.015 
	
	1.015 
	
	. 
	

	f3 
	
	~~ 
	
	f5 
	
	
	
	0.237 
	
	0.079 
	
	3.002 
	
	0.003 
	
	0.082 
	
	0.392 
	
	1.007 
	
	1.007 
	
	1.007 
	
	. 
	

	f4 
	
	~~ 
	
	f5 
	
	
	
	0.195 
	
	0.075 
	
	2.615 
	
	0.009 
	
	0.049 
	
	0.342 
	
	1.005 
	
	1.005 
	
	1.005 
	
	. 
	

	neurotic 
	
	~~ 
	
	extravert 
	
	
	
	-0.248 
	
	0.081 
	
	-3.071 
	
	0.002 
	
	-0.406 
	
	-0.090 
	
	-0.200 
	
	-0.200 
	
	-0.200 
	
	. 
	

	neurotic 
	
	~~ 
	
	cons 
	
	
	
	0.348 
	
	0.062 
	
	5.593 
	
	< .001 
	
	0.226 
	
	0.470 
	
	0.337 
	
	0.337 
	
	0.337 
	
	. 
	

	neurotic 
	
	~~ 
	
	agree 
	
	
	
	0.310 
	
	0.065 
	
	4.754 
	
	< .001 
	
	0.182 
	
	0.438 
	
	0.290 
	
	0.290 
	
	0.290 
	
	. 
	

	neurotic 
	
	~~ 
	
	open 
	
	
	
	0.682 
	
	0.101 
	
	6.736 
	
	< .001 
	
	0.484 
	
	0.881 
	
	0.647 
	
	0.647 
	
	0.647 
	
	. 
	

	extravert 
	
	~~ 
	
	cons 
	
	
	
	0.191 
	
	0.052 
	
	3.648 
	
	< .001 
	
	0.088 
	
	0.293 
	
	0.262 
	
	0.262 
	
	0.262 
	
	. 
	

	extravert 
	
	~~ 
	
	agree 
	
	
	
	0.210 
	
	0.056 
	
	3.738 
	
	< .001 
	
	0.100 
	
	0.320 
	
	0.279 
	
	0.279 
	
	0.279 
	
	. 
	

	extravert 
	
	~~ 
	
	open 
	
	
	
	-0.161 
	
	0.057 
	
	-2.838 
	
	0.005 
	
	-0.272 
	
	-0.050 
	
	-0.217 
	
	-0.217 
	
	-0.217 
	
	. 
	

	cons 
	
	~~ 
	
	agree 
	
	
	
	0.647 
	
	0.066 
	
	9.867 
	
	< .001 
	
	0.519 
	
	0.776 
	
	1.032 
	
	1.032 
	
	1.032 
	
	. 
	

	cons 
	
	~~ 
	
	open 
	
	
	
	0.397 
	
	0.062 
	
	6.374 
	
	< .001 
	
	0.275 
	
	0.519 
	
	0.643 
	
	0.643 
	
	0.643 
	
	. 
	

	agree 
	
	~~ 
	
	open 
	
	
	
	0.418 
	
	0.068 
	
	6.173 
	
	< .001 
	
	0.286 
	
	0.551 
	
	0.654 
	
	0.654 
	
	0.654 
	
	. 
	

	insecureR 
	
	~~ 
	
	insecureR 
	
	
	
	1.194 
	
	0.093 
	
	12.863 
	
	< .001 
	
	1.012 
	
	1.376 
	
	1.194 
	
	0.376 
	
	0.376 
	
	. 
	

	fearfulR 
	
	~~ 
	
	fearfulR 
	
	
	
	1.187 
	
	0.091 
	
	13.051 
	
	< .001 
	
	1.009 
	
	1.365 
	
	1.187 
	
	0.429 
	
	0.429 
	
	. 
	

	sadR 
	
	~~ 
	
	sadR 
	
	
	
	1.323 
	
	0.100 
	
	13.196 
	
	< .001 
	
	1.126 
	
	1.519 
	
	1.323 
	
	0.413 
	
	0.413 
	
	. 
	

	worriedR 
	
	~~ 
	
	worriedR 
	
	
	
	1.840 
	
	0.130 
	
	14.161 
	
	< .001 
	
	1.585 
	
	2.094 
	
	1.840 
	
	0.489 
	
	0.489 
	
	. 
	

	confuseR 
	
	~~ 
	
	confuseR 
	
	
	
	1.459 
	
	0.107 
	
	13.622 
	
	< .001 
	
	1.249 
	
	1.669 
	
	1.459 
	
	0.449 
	
	0.449 
	
	. 
	

	charm 
	
	~~ 
	
	charm 
	
	
	
	2.708 
	
	0.184 
	
	14.757 
	
	< .001 
	
	2.348 
	
	3.068 
	
	2.708 
	
	0.684 
	
	0.684 
	
	. 
	

	hconflic 
	
	~~ 
	
	hconflic 
	
	
	
	2.593 
	
	0.204 
	
	12.736 
	
	< .001 
	
	2.194 
	
	2.992 
	
	2.593 
	
	0.575 
	
	0.575 
	
	. 
	

	better 
	
	~~ 
	
	better 
	
	
	
	1.978 
	
	0.149 
	
	13.244 
	
	< .001 
	
	1.685 
	
	2.271 
	
	1.978 
	
	0.569 
	
	0.569 
	
	. 
	

	charge 
	
	~~ 
	
	charge 
	
	
	
	2.153 
	
	0.182 
	
	11.831 
	
	< .001 
	
	1.796 
	
	2.510 
	
	2.153 
	
	0.537 
	
	0.537 
	
	. 
	

	people 
	
	~~ 
	
	people 
	
	
	
	1.243 
	
	0.121 
	
	10.228 
	
	< .001 
	
	1.004 
	
	1.481 
	
	1.243 
	
	0.379 
	
	0.379 
	
	. 
	

	loyal 
	
	~~ 
	
	loyal 
	
	
	
	0.665 
	
	0.046 
	
	14.350 
	
	< .001 
	
	0.574 
	
	0.755 
	
	0.665 
	
	0.523 
	
	0.523 
	
	. 
	

	sucesful 
	
	~~ 
	
	sucesful 
	
	
	
	1.544 
	
	0.113 
	
	13.673 
	
	< .001 
	
	1.323 
	
	1.765 
	
	1.544 
	
	0.592 
	
	0.592 
	
	. 
	

	fair 
	
	~~ 
	
	fair 
	
	
	
	0.429 
	
	0.031 
	
	13.895 
	
	< .001 
	
	0.368 
	
	0.489 
	
	0.429 
	
	0.443 
	
	0.443 
	
	. 
	

	kind 
	
	~~ 
	
	kind 
	
	
	
	0.435 
	
	0.033 
	
	13.161 
	
	< .001 
	
	0.370 
	
	0.500 
	
	0.435 
	
	0.413 
	
	0.413 
	
	. 
	

	produtiv 
	
	~~ 
	
	produtiv 
	
	
	
	1.711 
	
	0.163 
	
	10.484 
	
	< .001 
	
	1.391 
	
	2.031 
	
	1.711 
	
	0.470 
	
	0.470 
	
	. 
	

	copertiv 
	
	~~ 
	
	copertiv 
	
	
	
	1.109 
	
	0.072 
	
	15.392 
	
	< .001 
	
	0.968 
	
	1.250 
	
	1.109 
	
	0.588 
	
	0.588 
	
	. 
	

	couteous 
	
	~~ 
	
	couteous 
	
	
	
	0.522 
	
	0.039 
	
	13.405 
	
	< .001 
	
	0.446 
	
	0.599 
	
	0.522 
	
	0.441 
	
	0.441 
	
	. 
	

	trust 
	
	~~ 
	
	trust 
	
	
	
	0.424 
	
	0.028 
	
	14.908 
	
	< .001 
	
	0.368 
	
	0.479 
	
	0.424 
	
	0.600 
	
	0.600 
	
	. 
	

	dowill 
	
	~~ 
	
	dowill 
	
	
	
	1.044 
	
	0.068 
	
	15.361 
	
	< .001 
	
	0.911 
	
	1.177 
	
	1.044 
	
	0.613 
	
	0.613 
	
	. 
	

	gentle 
	
	~~ 
	
	gentle 
	
	
	
	2.276 
	
	0.143 
	
	15.877 
	
	< .001 
	
	1.995 
	
	2.557 
	
	2.276 
	
	0.742 
	
	0.742 
	
	. 
	

	worth 
	
	~~ 
	
	worth 
	
	
	
	1.128 
	
	0.125 
	
	9.019 
	
	< .001 
	
	0.883 
	
	1.373 
	
	1.128 
	
	0.358 
	
	0.358 
	
	. 
	

	fun 
	
	~~ 
	
	fun 
	
	
	
	2.959 
	
	0.192 
	
	15.373 
	
	< .001 
	
	2.582 
	
	3.336 
	
	2.959 
	
	0.767 
	
	0.767 
	
	. 
	

	fgood 
	
	~~ 
	
	fgood 
	
	
	
	1.000 
	
	0.101 
	
	9.917 
	
	< .001 
	
	0.803 
	
	1.198 
	
	1.000 
	
	0.340 
	
	0.340 
	
	. 
	

	enjoy 
	
	~~ 
	
	enjoy 
	
	
	
	2.515 
	
	0.172 
	
	14.623 
	
	< .001 
	
	2.178 
	
	2.852 
	
	2.515 
	
	0.635 
	
	0.635 
	
	. 
	

	satisfid 
	
	~~ 
	
	satisfid 
	
	
	
	1.335 
	
	0.120 
	
	11.117 
	
	< .001 
	
	1.100 
	
	1.571 
	
	1.335 
	
	0.453 
	
	0.453 
	
	. 
	

	neurotic 
	
	~~ 
	
	neurotic 
	
	
	
	1.762 
	
	0.158 
	
	11.160 
	
	< .001 
	
	1.453 
	
	2.072 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	extravert 
	
	~~ 
	
	extravert 
	
	
	
	0.873 
	
	0.134 
	
	6.507 
	
	< .001 
	
	0.610 
	
	1.135 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	cons 
	
	~~ 
	
	cons 
	
	
	
	0.606 
	
	0.069 
	
	8.769 
	
	< .001 
	
	0.470 
	
	0.741 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	agree 
	
	~~ 
	
	agree 
	
	
	
	0.649 
	
	0.091 
	
	7.158 
	
	< .001 
	
	0.472 
	
	0.827 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	open 
	
	~~ 
	
	open 
	
	
	
	0.631 
	
	0.126 
	
	5.006 
	
	< .001 
	
	0.384 
	
	0.878 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	f1 
	
	~~ 
	
	f1 
	
	
	
	0.224 
	
	0.085 
	
	2.621 
	
	0.009 
	
	0.056 
	
	0.391 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	f2 
	
	~~ 
	
	f2 
	
	
	
	0.087 
	
	0.049 
	
	1.764 
	
	0.078 
	
	-0.010 
	
	0.183 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	f3 
	
	~~ 
	
	f3 
	
	
	
	0.240 
	
	0.088 
	
	2.714 
	
	0.007 
	
	0.067 
	
	0.413 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	f4 
	
	~~ 
	
	f4 
	
	
	
	0.163 
	
	0.080 
	
	2.039 
	
	0.041 
	
	0.006 
	
	0.320 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	f5 
	
	~~ 
	
	f5 
	
	
	
	0.231 
	
	0.088 
	
	2.632 
	
	0.008 
	
	0.059 
	
	0.404 
	
	1.000 
	
	1.000 
	
	1.000 
	
	. 
	

	pins 
	
	> 
	
	0.278 
	
	
	
	0.722 
	
	0.000 
	
	. 
	
	. 
	
	0.722 
	
	0.722 
	
	0.722 
	
	0.722 
	
	0.722 
	
	. 
	

	pfear 
	
	> 
	
	0.317 
	
	
	
	0.604 
	
	0.000 
	
	. 
	
	. 
	
	0.604 
	
	0.604 
	
	0.905 
	
	0.418 
	
	0.418 
	
	. 
	

	psad 
	
	> 
	
	0.05 
	
	
	
	0.915 
	
	0.000 
	
	. 
	
	. 
	
	0.915 
	
	0.915 
	
	1.231 
	
	0.666 
	
	0.666 
	
	. 
	

	pwor 
	
	> 
	
	0.284 
	
	
	
	0.716 
	
	0.000 
	
	. 
	
	. 
	
	0.716 
	
	0.716 
	
	0.716 
	
	0.716 
	
	0.716 
	
	. 
	

	pcon 
	
	> 
	
	0.677 
	
	
	
	0.263 
	
	0.000 
	
	. 
	
	. 
	
	0.263 
	
	0.263 
	
	0.571 
	
	0.016 
	
	0.016 
	
	. 
	

	pcha 
	
	> 
	
	0.192 
	
	
	
	0.808 
	
	0.000 
	
	. 
	
	. 
	
	0.808 
	
	0.808 
	
	0.808 
	
	0.808 
	
	0.808 
	
	. 
	

	phco 
	
	> 
	
	0.306 
	
	
	
	1.003 
	
	0.000 
	
	. 
	
	. 
	
	1.003 
	
	1.003 
	
	0.917 
	
	0.270 
	
	0.270 
	
	. 
	

	pbet 
	
	> 
	
	0.471 
	
	
	
	0.474 
	
	0.000 
	
	. 
	
	. 
	
	0.474 
	
	0.474 
	
	0.412 
	
	0.002 
	
	0.002 
	
	. 
	

	pcha 
	
	> 
	
	0.077 
	
	
	
	0.923 
	
	0.000 
	
	. 
	
	. 
	
	0.923 
	
	0.923 
	
	0.923 
	
	0.923 
	
	0.923 
	
	. 
	

	ppeo 
	
	> 
	
	0.386 
	
	
	
	0.746 
	
	0.000 
	
	. 
	
	. 
	
	0.746 
	
	0.746 
	
	0.671 
	
	0.198 
	
	0.198 
	
	. 
	

	ploy 
	
	> 
	
	0.284 
	
	
	
	0.716 
	
	0.000 
	
	. 
	
	. 
	
	0.716 
	
	0.716 
	
	0.716 
	
	0.716 
	
	0.716 
	
	. 
	

	psuc 
	
	> 
	
	0.456 
	
	
	
	0.480 
	
	0.000 
	
	. 
	
	. 
	
	0.480 
	
	0.480 
	
	0.273 
	
	-0.005 
	
	-0.005 
	
	. 
	

	pfai 
	
	> 
	
	0.151 
	
	
	
	0.779 
	
	0.000 
	
	. 
	
	. 
	
	0.779 
	
	0.779 
	
	0.573 
	
	0.585 
	
	0.585 
	
	. 
	

	pkin 
	
	> 
	
	0.032 
	
	
	
	0.976 
	
	0.000 
	
	. 
	
	. 
	
	0.976 
	
	0.976 
	
	0.752 
	
	0.732 
	
	0.732 
	
	. 
	

	ppro 
	
	> 
	
	0.603 
	
	
	
	-0.000 
	
	0.000 
	
	. 
	
	. 
	
	-0.000 
	
	-0.000 
	
	-0.134 
	
	-0.357 
	
	-0.357 
	
	. 
	

	pcop 
	
	> 
	
	0.22 
	
	
	
	0.780 
	
	0.000 
	
	. 
	
	. 
	
	0.780 
	
	0.780 
	
	0.780 
	
	0.780 
	
	0.780 
	
	. 
	

	pcou 
	
	> 
	
	0.491 
	
	
	
	0.516 
	
	0.000 
	
	. 
	
	. 
	
	0.516 
	
	0.516 
	
	0.320 
	
	0.255 
	
	0.255 
	
	. 
	

	ptru 
	
	> 
	
	0.088 
	
	
	
	0.571 
	
	0.000 
	
	. 
	
	. 
	
	0.571 
	
	0.571 
	
	0.443 
	
	0.544 
	
	0.544 
	
	. 
	

	pdow 
	
	> 
	
	0.301 
	
	
	
	0.596 
	
	0.000 
	
	. 
	
	. 
	
	0.596 
	
	0.596 
	
	0.422 
	
	0.253 
	
	0.253 
	
	. 
	

	pgen 
	
	> 
	
	0.342 
	
	
	
	0.744 
	
	0.000 
	
	. 
	
	. 
	
	0.744 
	
	0.744 
	
	0.533 
	
	0.157 
	
	0.157 
	
	. 
	

	pwor 
	
	> 
	
	0.279 
	
	
	
	0.721 
	
	0.000 
	
	. 
	
	. 
	
	0.721 
	
	0.721 
	
	0.721 
	
	0.721 
	
	0.721 
	
	. 
	

	pfun 
	
	> 
	
	0.532 
	
	
	
	0.221 
	
	0.000 
	
	. 
	
	. 
	
	0.221 
	
	0.221 
	
	0.066 
	
	-0.228 
	
	-0.228 
	
	. 
	

	pfgo 
	
	> 
	
	0.694 
	
	
	
	0.526 
	
	0.000 
	
	. 
	
	. 
	
	0.526 
	
	0.526 
	
	0.275 
	
	-0.129 
	
	-0.129 
	
	. 
	

	penj 
	
	> 
	
	0.116 
	
	
	
	1.152 
	
	0.000 
	
	. 
	
	. 
	
	1.152 
	
	1.152 
	
	0.891 
	
	0.390 
	
	0.390 
	
	. 
	

	psat 
	
	> 
	
	0.212 
	
	
	
	1.332 
	
	0.000 
	
	. 
	
	. 
	
	1.332 
	
	1.332 
	
	1.015 
	
	0.503 
	
	0.503 
	
	. 
	

	



	Model test baseline model 

	  
	Model 

	Minimum Function Test Statistic 
	
	0.541 
	

	χ² 
	
	588.250 
	

	Degrees of freedom 
	
	232 
	

	p 
	
	< 0.001 
	

	

	User model versus baseline model 

	  
	Model 

	Comparative Fit Index (CFI) 
	
	0.938 
	

	Tucker-Lewis Index (TLI) 
	
	0.920 
	

	Bentler-Bonett Non-normed Fit Index (NNFI) 
	
	0.920 
	

	Bentler-Bonett Normed Fit Index (NFI) 
	
	0.902 
	

	Parsimony Normed Fit Index (PNFI) 
	
	0.698 
	

	Bollen's Relative Fit Index (RFI) 
	
	0.874 
	

	Bollen's Incremental Fit Index (IFI) 
	
	0.938 
	

	Relative Noncentrality Index (RNI) 
	
	0.938 
	

	



	Loglikelihood and Information Criteria 

	  
	Model 

	Loglikelihood user model (H0) 
	
	-22884.773 
	

	Loglikelihood unrestricted model (H1) 
	
	NA 
	

	Number of free parameters 
	
	93 
	

	Akaike (AIC) 
	
	45955.547 
	

	Bayesian (BIC) 
	
	46355.349 
	

	Sample-size adjusted Bayesian (BIC) 
	
	46060.131 
	

	

	Root Mean Square Error of Approximation 

	  
	Model 

	RMSEA 
	
	0.053 
	

	90 Percent Confidence Interval 
	
	0.048 - 0.058 
	

	p-value RMSEA <= 0.05 
	
	0.163 
	

	



	Standardized Root Mean Square Residual 

	  
	Model 

	RMR 
	
	0.143 
	

	RMR (No Mean) 
	
	0.143 
	

	SRMR 
	
	0.046 
	

	

	Other Fit Indices 

	  
	Model 

	Hoelter Critical N (CN) alpha=0.05 
	
	249.332 
	

	Hoelter Critical N (CN) alpha=0.01 
	
	264.590 
	

	Goodness of Fit Index (GFI) 
	
	0.920 
	

	Parsimony Goodness of Fit Index (GFI) 
	
	0.888 
	

	McDonald Fit Index (MFI) 
	
	0.721 
	

	Expected Cross-Validation Index (ECVI) 
	
	1.423 
	

	



Calculate the degrees of freedom in the following manner:
[image: ]
Resulting in 17 degress of freedom.  
Without using the Chi Square table we know that a Chi Square of 588.250 – 588.139 is not going to be significant.  Therefore we have met the criterion of MTMM.
There must be a minimum of 8 variables to use this method.  Further, there must be an equal number of variables in each trait factor.














Chapter 31  Psychometrics with IRTPRO

Item Response Theory (IRT)
Canfield
The following is the procedure for getting your first set of data.  The examples below actually use a different set of data.


[image: ]

[image: ]





IT WOULD BE BEST TO USE THE “LSQirtnoMissingIRTr.ssig” IN THE FOLLOWING EXAMPLE!!!!

[image: ]

[image: ]

[image: ]

[image: ]

This will open.
[image: ]



The data that will be used.
[image: ]
Click on Import Data (if you have an IRTPRO file).

[image: ]

[image: ]
Click on “Items”
[image: ]
Put them in the “Items:” window.
Then click “Models” you could change from Graded but don’t right now.
[image: ]
Go ahead and click Run
[image: ]
Before checking out the output go ahead and run the graphs they will help you with the other output.
These are Category Characteristic Curves
The probabilities are the number of people responding to the item (SA, A N, D, SD).
[image: ]
[image: ]
Criteria for accepting an item is for the p value to be ABOVE (Item Level Diagnostic Statistics) .01 all of these are below indicating that they should be rejected.  And in the Chi Square table the values need to be below 10 or below 2. However, confirmatory factor analysis showed a good fit for all items.
Path Diagram
[image: ]
CFI = .97
RMSEA a little high at .11
See below where all LSQ items that were selected fit.
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3 scale
The Trace Lines or Category Characteristic Curves can be understood in terms of the item characteristic (ICC).  Various columns in the tables above are referred to “a”, “b”and “c.”  However, the “peaks” above are transformed from the inflection point, the steepest point, 

S shaped curve, ogive or sigmoid curve

Item Characteristic Curve

[image: ]
This figure is an item characteristic curve  (ICC) showing the various characteristics.    “a” is the slope of the line at the steepest point (inflection point – where the line changes from concave to convex or visa versa – also known as discrimination parameter).  “b” is the point along the lower axes (latent trait – theta - ability) points along the curve indicate probability and theta.  “c” is the probability of “guessing.”  The Category Characteristic Curves above are ICC curves that have be transformed and also called “trace lines.”  
[image: ]
[image: ]


Chapter 32  Scoring
Scoring IRTPRO
Use file = LSQirtnoMissingIRTr.ssig  

[image: ]

[image: ]
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This will open.


[image: ]
[image: ]
[image: ]
[image: ]
Do not click OK or Run at this point 
Select Scoring
[image: ]
About the only  thing you need from this file is the name of the file at the bottom.
[image: ]
You now leave IRTPRO and obtain this file which contains your scores for each person.  Column #2 contains the ID of the person column #3 is the computer score.
[image: ]
[bookmark: _Hlk69201226]Chapter 33   Calibrating (equating; scaling)
Use file = geDepIRTPROallGE1-8lessQ.ssig

[image: ]
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[image: ]
Leave the IRTPRO program and search for the most recent files in the folder that contained the data that you used for this this run.

[image: ]


	1. Quantitative Skills - ge1

	2. Natural Sciences- ge2

	3. Social Science- ge3

	4. United States History and Society – ge4

	5. Western Civilization -ge5

	6. Contrasting Cultures -ge6

	7. Humanities ge7

	The Arts – ge8
________________________

	9. Foreign Language

	10. Basic Communication

	 - Writing Studies (CPN) 

	     and

	 - Presentation Skills (PRES)

	11. Prejudice and Discrimination

	12. Science, Technology, Values and Society




These are your new scores:
[image: ]


Chapter 41  
Program Evaluation Proposal for Private Practice

	Merle Canfield, PhD
	

This is an outcome study proposal for an individual psychotherapy practice  (or group practice).  Six different packages or plans are offered to evaluate effectiveness for 100 clients.  Each plan contains the study design, a set of proposed instruments, a schedule of data collection, an overview of statistical analyses, and sample results of analyses.  The plans range from a post hoc satisfaction survey to a prospective study relating treatment to outcome as mediated by chronicity.  

Six measures or scales are attached.  The scales are selected to include outcome (pre- and post-measures of patient functioning), patient satisfaction, measure of treatment (the kind and amount of treatment received by the patient), previous history of the patient treatment (the purpose is to obtain an index of chronicity), and information about the interpersonal network of the patient.  The measures used will depend on the study plan selected.

The proposed measures are: 

1.	History of Psychological/Psychiatric Problems
2.	Outpatient Satisfaction Questionnaire
3.	The Psychosocial Assessment Scale (Adult or Child)
4.	The Psychotherapy Process Questionnaire
5.	The Psychotherapy Session Questionnaire
6.	The Social Network Questionnaire

These scales are optimal for cost and effectiveness.  However, s these are global measures and will not capture the totality of either treatment or outcome.  Consequently,  either the domains or the scales may be revised.  Other outcome measures that are popular are the BPRS and the SCL-90.  Administration time and test cost should be considered when making substitutions.  For example, one might consider using the MMPI for an outcome measure but the administration time would prohibit a telephone follow-up.  Further, the cost of the test and scoring would be significant when one considers that the test may be administered to each patient a minimum of three times.

The Outcome Study Purpose


The objectives of the project are to:

Measure the effectiveness of treatment by assessing patient improvement.

Establish a relationship between treatment and outcome as moderated by patient status and environmental characteristics.

Develop models to predict optimal outcomes based on the influence and interaction of patient status and treatment elements.


The project enables the therapist to:

Use empirical models to develop effective treatment plans and to make treatment decisions.

Maximize the probability of improved patient well-being in the most efficient manner.

demonstrate effectiveness to payers (optimal treatment may be longer for some patients).
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Present results to the scientific community to contribute to the fund of knowledge and thus enhance managed care prestige.

Present results to the community served leading to informed choices, thereby, strengthening the managed care reputation.

Summary of Variables, Method of Data Collection, Instruments Used in Data Collection

The following is a summary of categories to be assessed and the methods and instruments to be used in data collection.  Table 1 outlines the (a) general information obtained, (b) time of collection, and (c) instruments used for data collection.  Table 2 provides the specific variables to be measured.

Table 1.  Data Collection Program.

____________________________________________________________________________________________

Category Measured		Time				Instrument
____________________________________________________________________________________________

Pre-admission Status      		Admission			History of Psychological Problems;
Demographics							Psychosocial
Prognostic Indicators						Assessment Scale
Patient Social Network						(Adult; Children)
Psychosocial Functioning						Social Network Questionnaire

Treatment Variables		At Treatment Termination		Outpatient Satisfaction Questionnaire;
and Diagnosis				 				Psychotherapy Session
Questionnaire;
Psychotherapy Process
 						Questionnaire;

Outcome--Patient Network,	Six Months from 			Psychosocial Assessment
Admission				Psychosocial Assessment			
Scale (Adult; Children)
Social Network Questionnaire

____________________________________________________________________________________________

Instruments

The Psychosocial Assessment Scale (PAS) is a 23 item inventory that utilizes a nine point (0 to 8) Likert-type scale.  The patient rates each item according to the scale ranging from "none of the time" to "all of the time."  Factor analysis of this measure yielded the following seven factors:  Psychological Distress, Quality of Life, Relationships, Employment Functioning, Substance Abuse, Basic Living Skills, and Financial Stability.   

The Psychotherapy Session Questionnaire (PSQ) is a 20 item scale that measures the degree and type of psychotherapy that was administered during a psychotherapy session.  The PSQ was developed to relate treatment to outcome.
   

As does the PSQ, the Psychotherapy Process Questionnaire (PPQ) is used to relate psychotherapy process to patient outcome.  The PPQ is a 22 item instrument that the therapist completes by rating the degree to which he or she engaged in such therapeutic interventions and approaches as goal setting, confrontation, interpretation, reinforcement, emotional expression, homework, and so forth.
    
The Social Network Questionnaire (SNQ) consists of 31 items that assess the patient's personal interactions and the types and quality of those interactions.  The questionnaire measures a broad social network including mate, family, friends and co-workers.  The Social Network Questionnaire may be completed by the patient or administered in a telephone interview (Canfield & Canfield, 1993).
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Table 2	Specific Variables to Be Measured 
-------------------------------------------------------------------------------------------------------------------------------------------
PRE-INTAKE STATUS

Demographics


Gender

Marital Status


State of Residence

Religion


Date of Birth

Years of Education








Prognostic Indicators


Age at First Outpatient Treatment

Age at First Hospitalization


Number of Therapists 


Total Number of previous therapy hours


Number of Previous Hospitalizations

Total Number Days of Prior Hospitalizations








Patient Network


Relationship with Mate


Relationship with Family


Relationships with Friends


Relationships with Co-workers


Living Conditions


Psychosocial Functioning


Psychological Distress


Quality of Life


Employment Functioning


Substance Abuse


Basic Living Skills

-------------------------------------------------------------------------------------------------------------------------------------------
TREATMENT COMPONENTS


Therapist

Medication



Number of hours of Individual Therapy


Patient's Perception of Therapy


Therapist's Perception of Therapy




-------------------------------------------------------------------------------------------------------------------------------------------
FOLLOW-UP STATUS

Patient Network


Relationship with Mate


Relationships with Family


Relationships with Friends


Relationships with Co-workers


Living Conditions


Psychosocial Functioning


Psychological Distress

Quality of Life Diagnosis


Employment Functioning

Substance Abuse


Basic Living Skills

Financial Stability









Data Collection Overview

Data are collected at the following intervals:

Intake

Last session

Six months after last session

Data Collected at Last session

The following data categories are collected at last session:

Pre-last session Status

Demographics

Prognostic Indicators

Psychosocial Functioning

Selected variables from the measures of pre-last session status are repeated at the six month and one year follow-up intervals.  Changes in pre-last session status are used to evaluate the treatment program.  Pre-last session status information is acquired from the Psychosocial Assessment Scale (PAS).

Data Collected at Last session

At last session, information collected includes the following:

Patient's Perception of Therapy

Therapist's Perception of Therapy

Last session data are collected by office staff or therapist by using the following instruments:  Outpatient Satisfaction Questionnaire (OSQ), Psychotherapy Session Questionnaire (PSQ), and Psychotherapy Process Questionnaire (PPQ).

Data Collected at Follow-up

Five and one-half months after last session, patients are mailed the Psychosocial Assessment Scale (PAS) and Social Network Questionnaire (SNQ).  Approximately 40 percent of the mailed follow-up forms are typically returned by the patients.  Two weeks beyond the initial mailing, patients who have not responded are contacted by telephone and reminded to complete and return the two forms.  Four weeks beyond the initial mailing, the remaining patients who have not responded are contacted by telephone and forms are completed by the telephone interviewer.  This interview takes approximately 20 minutes.

The follow-up data include such variables as:

Relationships with Mate, Family, Friends and Co-workers

Living Conditions


Psychological Distress

Quality of Life

Employment Functioning

Substance Abuse

Basic Living Skills
  
Treatment Status

Final Outcome Report 

The Final Outcome Report is prepared  after the 100th patient has completed the six month followup questionnaires.  It is a comprehensive integration of the broad categories measured (See Table 1) and the specific variables measured (See Table 2) by the six instruments.  This report provides follow-up information for the total sample of patients who have completed the six month follow-up.  The Final Outcome Report includes information regarding: 

The program's relationship to patient outcome, such as:

Improved patient functioning

Improved social network

Improved living conditions

Improved quality of life

Improved employment functioning

Decreased substance abuse

Improved basic living skills

 	The relationship between type of treatment and outcome

The relationships of patient chronicity and acuteness to treatment and outcome

The relationships between diagnosis, treatment and outcome.

This report is designed to capture the complexity and interaction of patients, environments and treatments.  Some patients need more treatment than others to make equal gains.  Although this seems self- evident, it is not always taken into account by third party payers.  This type of evaluation would give evidence by using the prognostic variables as mediators in the relationship between treatment and outcome.  For example, two patients might enter the hospital with general feelings of worthlessness.  The acute patient might gain a sense of worth with one week of treatment while the chronic patient might gain a sense of worth with one month of treatment.  These differential effects of treatment are taken into account in this design.  The prognostic variables will be used to moderate the effect of treatment on outcome to provide a more accurate picture of the relationship.


Further questions to be answered by the analysis include:  What is the comparative impact of the directive approaches and cognitive approaches?  What are the differential effects of these two approaches on different patients?  The directive approach might benefit one type of patient and be detrimental to another type of patient.  The approach of the design is to test these differential effects.

Sample Report Excerpts

The following samples illustrate samples of the various analyses to be performed.  Any of the variables in the system may be related to any other variable in the system.   The researcher may test many relationships as hypothesized in the literature (Canfield, et. al., 1988).

Sample 1

Figure 1 displays the means obtained from patients at last session and at six months on each of the seven PAS subtests.  This example shows that on the average, patients improved in all areas measured by the Psychological Assessment Scale.  It should be noted that for the Psychological Distress (DSTRS) and Substance Abuse (SUBAB) variables, the desired direction is a decrease.  T-tests conducted on each pair of means demonstrate, with the exception of Employment Functioning, that the six month follow-up ratings are consistently (and statistically significantly) better than the ratings upon last session.  These results suggest that the hospital treatment is beneficial to patients by reducing their psychological distress and substance abuse, and improving their quality of life, relationships, basic skills and financial stability.  
The descriptions above include various measuring instruments presented in this manual, however,  for demonstration purposes the Fake Data set is used in the analysis as follows.  The Fake data set can be obtained from the website PSY605q.com (use the Fakedat2020.csv) and items found here.	
	The JASP procedure for using paired  sample t-test for pre-post assessment followes:
Using the subtests of anxiety and depression.  
[image: ]
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The gain scores (sometimes referred to as difference scores or change scores) in the Fake data set could also be used to test the significance of the Anxiety and Depression outcomes.
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Figure 1.  With the exception of employment, the last session score, in each case, is significantly different than the six month score.


Sample 2

Figure 2 displays change scores between last session and the six month follow-up obtained from patients with different diagnoses.  Affective, Anxiety, Borderline Personality Disorder, other Personality Disorders and Psychotic diagnoses are differentiated in their change scores on the Psychological Distress, Employment Functioning, Quality of Life and Relationship subtests.  Psychological distress was decreased for all five diagnostic groups with patients diagnosed Psychotic showing the greatest reduction in perceived distress.  Both Quality of Life and Relationships were generally improved, with patients suffering from affective disorders indicating the greatest changes.  Interestingly, patients diagnosed Borderline showed no change in relationship functioning, and those diagnosed Psychotic showed no change in their Quality of Life from last session to follow-up.
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Figure 2.  Change scores of the Psychosocial Assessment Scale plotted by diagnosis.
[image: ][image: ]
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Even though assumption check of normality was significant we will go ahead with this analysis.  Report for effectiveness of treatment.





Sample 3

Figure 3 represents change scores by number of previous hospital last sessions.  Treatment affects psychological distress, employment, quality of life and relationship factors differentially based on the chronicity of the patient.  The number of previous hospitalizations was used as an indicator of chronicity experienced by patients.  While all patients, regardless of previous number of last sessions, tended to report an improvement in their quality of life, first time last session patients showed the most significant reduction in psychological distress from last session to follow-up.  Patients with four or more prior last sessions also showed a slight decrement in employment functioning following treatment, whereas, first, second and third time last session patients tended to improve in this area.  On the Relationship subtest, all patients, except the most chronic (with five or more previous last sessions), improved.

[image: ]

                           
Figure 3.  Change scores on the Psychosocial Assessment Scale plotted by number of previous last sessions.


This can also be assessed by running a regression with number of hospitalization as the independent variable and the difference score (same as gain score or change scores)  as the dependent variable.
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[image: ]

[image: ]

Sample 4

As we talked it seemed that it would be impossible to get treatment data (especially from charts), however, as Jerry and I looked at our instruments of assessing treatment implementation (the PPQ and PSQ) he thought that there might a possibility.  At any rate I have included a track proposal for such a possibility.  This design determines what elements of the treatment affect what elements of outcome for what type of patient.  All of these elements--treatment, outcome and patient status--need to be measured.  Historically, status and outcome have been extensively measured.  Whereas, treatment has not been measured to this extent.  The diagram in Figure 4 is used as a guide for this section.

Two concepts are important in assessing the effects of treatment on different types of patients.  These concepts are:  (a) mediation, and (b) interaction.  Mediation is the effect of treatment or some other influence on the pre-last session status.  If it were not for this mediation, it would be assumed that the status of the patient would not change so that at the six month follow-up the patient would be the same as at last session.  For example, the score on Psychological Distress at last session (F1--pre-last session status) should be a predictor of Psychological Distress at six months follow-up (F4--outcome at six months).  However, the six month score will be changed or "mediated" by treatment (F3--treatment element #1 and F2--treatment elements #2-10).  The relative strength of these two mediating factors can be tested for their impact on outcome.  Interaction occurs when patients differ in response to treatment.  Some patients will be influenced by one treatment while other patients may not be influenced by the same treatment.    

The analyses tests mediation and interaction.  Consequently, the results will take the form of "block diagrams" representing these two concepts as illustrated in Figure 4.  The circles represent factors of either status, treatment or outcome, and the arrows represent the direction of influence and interaction.  When an arrow leads from one circle to another circle it represents the influence of one factor on another.  When the arrow points to another arrow (e.g., "b" to "f"), it represents an interaction of the three factors connected by the arrows (e.g., F1, F3, and F4 in Figure 4).  An example would be if Patient A (diagnosis phobic) were influenced by Treatment X, and Patient B (diagnosis schizophrenic) was not influenced by Treatment X.

Figure 4 shows a model to be tested.  Each of the arrows (a through g) can be tested for the impact they represent.  They can be tested individually or as part of the full model.  For example, if all arrows but "c" were removed and "c" were found to be significant, one might conclude that the pre-last session status determines the outcome.  That is, diagnosis, severity, degree of distress, etc. (F1--pre-last session status), predict outcome at six months (F4).  However, if Treatment Element 1 (F3) is included (suppose that were individual therapy) then the significance of "c" is decreased or even reduced to 0.  Further, Treatment Elements 2 though 10 (F2) could be added to assess the impact of Treatment Element 1.  The arrows "b" and "d" represent interactions between patient status, treatment and outcome.  

This example has represented one possible model to be tested.  Many other models may be tested (see Canfield, et. al., 1988).  The therapists in your group may want to generate a number of models based on their expectations and experience.
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Figure 4.  A block diagram test mediation.






Proposed Plans 

Table 3 outlines the time line for data collection and the preliminary, interim and final reports.

	

	
Intake
	
Median
Session
	
Last
Session
	
Six
Months

	
Plan I
	

	

	
OSQ
	


	
Plan II
	

	

	

	
OSQ

	
Plan III
	
PAS
	

	

	
PAS

	
Plan IV
	
PAS
HPP
	
PPQ
PSQ
PAS
	
PPQ
PSQ
PAS
	


	
Plan V
	
PAS
HPP
	

	
PPQ
PSQ
	
PAS
SNQ

	
Plan IV
	
PAS
HPP
	

	
PPQ
PSQ
	
PAS
SNQ



 
OSQ	Outpatient Satisfaction Questionnaire
PAS	Psychosoaical Assessment Scale
PPQ	Psychotherapy Process Questionnaire
PSQ	Psychotherapy Session Questionnaire
HPP	History of Psychological/Psychiatric Problems
SNQ	Social Network Questionnaire
                                                                                        
Implementation

Implementation of the project, it will take somewhere between 2 to 4 months to begin data collection.  The actual amount of preparation time will depend largely upon the therapist or the group.  Time must be allotted to inform the therapists, solicit their participation, set up the system, train personnel, conduct a review process, and so forth.

Although the researcher has proposed specific instruments, the therapists may have suggestions for other instruments or other methods of gathering the same data.  The researcher  should  work with the therapists in the use and/or development of different instruments.  If the consultation becomes time consuming, then a consultation fee will be assessed.  If this process becomes extensive, it could further delay the start of data collection.

Data Collection

Three of the questionnaires are completed by the therapists or their staff.  Two of the questionnaires, the Psychosocial Assessment Scale (PAS) and the History of Psychological Problems (HPP), are administered at intake.  The patients will usually complete the two questionnaires without assistance in about 15 minutes.  In such cases, the staff time involves handing the questionnaires to the patient and retrieving them.  On some occasions, the patient may be unable to complete the questionnaires (e.g., young children and non-readers), therefore, the person administering the questionnaires will need to interview the patient.


The two questionnaires that are administered at last session (PPQ and PSQ) are very similar to the last session questionnaires in terms of time and effort required.  The administration of the questionnaire to the patient, again, must be timely in that it must be administered at or near the last visit.  The questionnaire that the therapist (Psychotherapy Process Questionnaire) completes is not as critical in terms of time.  Ideally, the therapist should complete PPQ at the time of last session.  If patients return to therapy, they do not restart the process.  They, instead, complete the 6 month administrations on their prior schedules.

The 6 month follow-up questionnaires are administered to the patient in the following manner.  Five and one-half months from the time of last session (note that this is not five and one-half months from the last session of the patient), the patient is sent the PAS and SNQ with a request to complete the questionnaires and return them by mail.  If the patient does not return the questionnaires, then a research assistant telephones and asks the patient if he or she has received the questionnaires and whether they have been completed.  Frequently, the patient will complete the questionnaires at that time and return them.  If the patient does not return the questionnaires after the first call, he or she is called again and interviewed by telephone with the research assistant completing the questionnaires.  It should be noted that the letters sent to patients include a return card on which patients can indicate that they wish to be contacted by phone (or not at all).  This process takes about one hour for each patient contacted.

There are six different plans as follows:

Plan I.

In Plan I the Outpatient Satisfaction Questionnaire is administered to 100 patients at the last visit.

Plan II.

In Plan I the Outpatient Satisfaction Questionnaire is mailed to a sample of 500 former patients on a random basis.   Means and standard deviations for each item of the questionnaire are provided and a short write up of the data

Plan III.  

In Plan III the PAS is administered at intake and followed up six months later.  The Outpatient Satisfaction Questionnaire is also administered at the six month followup.  The questionnaires are mailed to 300 former patients, expecting a 30% return rate (it could be much lower).  There are no telephone followups in this plan and consequently, approximately a 30% return rate might be expected and the study would be based on that 30%. 

Plan IV.

In Plan IV the PAS and HPP are administered at intake, the PPQ, PSQ and PAS are administered at the "median session" and again at the last interview.  100 complete protocols are collected.  There are no followup assessments.  The report contains all elements of Samples 1, 2, 3, and 4 above.  The analysis contains limitations because of the variability in the final assessment across patients.  The assessment at the "median session" is an attempt to assess a "level playing field."

Plan V.

In Plan V  the PAS and the HPP are administered at intake, the PPQ and the PSQ are administered at the last visit, and the PAS and SNQ are administered at followup.  The questionnaires are mailed to 300 former patients, expecting a 30% return rate (it could be much lower).  There are no telephone followups in this plan and consequently, approximately a 30% return rate might be expected and the study is based on that 30%.    The report contains all elements of Samples 1, 2, 3, and 4 above.

Plan VI.

This plan is like Plan V except followup telephone calls will be made thus expecting a 50% return rate (including the ones returned on the first mailing).
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ATTACHMENTS



	Outpatient  Satisfaction Questionnaire

Name: _________________________________________   Date: ___________________

Use the scale below to rate your satisfaction with therapy.

	Completely Satisfied
	
	Somewhat Satisfied
	
	Neutral
	
	Somewhat Dissatisfied
	
	Completely Dissatisfied

	8
	7
	6
	5
	4
	3
	2
	1
	0




Circle the number that best represents the way you feel.

How satisfied do you feel about...

0  1  2  3  4  5  6  7  8  ... the progress that you have made?

0  1  2  3  4  5  6  7  8  ... the interest your therapist showed in you?

0  1  2  3  4  5  6  7  8  ... the problems that were solved in therapy?

0  1  2  3  4  5  6  7  8  ... your level of comfort in therapy?

0  1  2  3  4  5  6  7  8    ... the level of caring showed by your therapist?

0  1  2  3  4  5  6  7  8  ... the suggestions made by your therapist?

0  1  2  3  4  5  6  7  8  ... the plans made in therapy?

0  1  2  3  4  5  6  7  8  ... the way that the therapist talked to you?

0  1  2  3  4  5  6  7  8  ... the hope you were given by the therapist?

0  1  2  3  4  5  6  7  8  ... the way the therapist understood you?

0  1  2  3  4  5  6  7  8  ... the way the therapist keep your conversations private?
___________

0  1  2  3  4  5  6  7   8	I feel that therapy lasted longer than was necessary.

0  1  2  3  4  5  6  7   8	Therapy was ended too soon to be useful.

0  1  2  3  4  5  6  7   8	I would recommend this therapy to my friends and family if they needed treatment.

0  1  2  3  4  5  6  7   8	Overall, I am satisfied with the treatment I received.

Please use the back of this form for any comments you would like to add.

	Psychosocial Assessment Scale

    Name:________________________________       ID #_________   Date_________ 
      
    Circle the number below that is the closest to how you have felt recently. 
 
none		    all 
IN THE PAST WEEK HOW OFTEN HAVE YOU ...        	of the	several	of the
time	times	  time
1.  ...enjoyed your leisure hours (evenings, weekends, etc.)?		0  1  2  3  4  5  6  7  8
2.  ...felt fearful or afraid?						0  1  2  3  4  5  6  7  8  
3.  ...felt sad or depressed?						0  1  2  3  4  5  6  7  8  
4.  ...felt good about yourself or things you have done?		0  1  2  3  4  5  6  7  8 
5.  ...felt angry?							0  1  2  3  4  5  6  7  8 
6.  ...felt mixed up or confused?					0  1  2  3  4  5  6  7  8 
7.  ...felt like you've spent a worthwhile day?			0  1  2  3  4  5  6  7  8 
8.  ...felt tense?							0  1  2  3  4  5  6  7  8
9.  ...felt useless?							0  1  2  3  4  5  6  7  8
very		 very
IN THE PAST WEEK ...                                						dissatisfied      satisfied
10. ...how satisfied have you been in general (with relationships, with finances,			0  1  2  3  4  5  6  7  8
       and family?)								 
never		 often
11. ...how often did you get together with people outside of your home?			0  1  2  3  4  5  6  7  8
           all of
never	        the time
12. ...did you handle the basic necessities such as paying bills, shopping and			0  1  2  3  4  5  6  7  8
       and taking care of your room (home; apt.)? 
none     some     much
13. ...how much time did you spend with friends & family talking or doing things		0  1  2  3  4  5  6  7  8  
       together?
                                                                     							         a great
none	some    deal
14. ...how much conflict was there with the person(s) you live with?			0  1  2  3  4  5  6  7  8
15. ...have you used alcohol?								0  1  2  3  4  5  6  7  8 
16. ...have you used drugs?								0  1  2  3  4  5  6  7  8
‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ 
17. How much would friends or community members support you if you were sick	0  1  2  3  4  5  6  7  8
      or having problems?
                                        									not         part      full 
employed  time  time
18. Are you employed (includes self-employed, housewife, student, employee)?			0  1  2  3  4  5  6  7  8 
not at all    completely
19. Do you feel that you do a good job (whether self‑employed, housewife,			0  1  2  3  4  5  6  7  8 
     student, employee)?
20. How much do you like your work (or studies)?					0  1  2  3  4  5  6  7  8 
21. Do emotional problems interfere with your work (or studies)?				0  1  2  3  4  5  6  7  8 
no	         enough
22. In the past month, was the amount of money you had, enough to pay the bills? 		0  1  2  3  4  5  6  7  8 
poor	            good
23. Do you feel that you are in good physical condition?					0  1  2  3  4  5  6  7  8 
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	Psychotherapy Process Questionnaire

Name:_____________________________  Patient:_________________________
Use the scale below to rate the way you usually respond in psychotherapy.
	
 none of                 a little of                     some of                       a lot of                        all of 
 the time                the time                      the time                       the time                  the time 

	
0              1               2               3               4                5               6                7                8 


  
 

IN PSYCHOTHERAPY SESSIONS WITH THE ABOVE PATIENT I: 

0 1 2 3 4 5 6 7 8   helped the patient to identify specific goals of treatment. 

0 1 2 3 4 5 6 7 8   worked toward specific goals.

0 1 2 3 4 5 6 7 8   intervened with family on behalf of the patient.

0 1 2 3 4 5 6 7 8   intervened with staff on behalf of the patient.

0 1 2 3 4 5 6 7 8   confronted the patient.

0 1 2 3 4 5 6 7 8   let the patient choose topics to talk about.

0 1 2 3 4 5 6 7 8   identified internal conflicts.

0 1 2 3 4 5 6 7 8   allowed tension to build between the patient and myself.

0 1 2 3 4 5 6 7 8   interpreted the patients thoughts and behavior.

0 1 2 3 4 5 6 7 8   allowed the patient to behave in a ways that I personally disagreed with.                                                      

 0 1 2 3 4 5 6 7 8   gave "homework" to the patient.              

0 1 2 3 4 5 6 7 8   had a plan of reinforcing the patient for positive behavior.

0 1 2 3 4 5 6 7 8   expressed disagreement with the patient.

0 1 2 3 4 5 6 7 8   talked about the "here and now".

0 1 2 3 4 5 6 7 8   asked questions about the patient's early development.

0 1 2 3 4 5 6 7 8   emphasized relationships.

0 1 2 3 4 5 6 7 8   talked.

0 1 2 3 4 5 6 7 8   felt close to the patient.

0 1 2 3 4 5 6 7 8   felt distant from the patient.

0 1 2 3 4 5 6 7 8   encouraged the patient to make his/her own choices.

0 1 2 3 4 5 6 7 8   set limits.

0 1 2 3 4 5 6 7 8   encouraged the patient to express repressed emotions.


	Psychotherapy Session Questionnaire

Number of sessions completed:___________  Gender:_________  Date:___________

Use the scale below to rate your MOST RECENT PSYCHOTHERAPY session.
	
 Strongly                                                                                                                     Strongly
 Disagree                   Disagree                     Neutral                     Agree                         Agree

	
    0               1               2               3               4               5               6               7                8


   
Circle the number that best represents your attitude.

IN THE PSYCHOTHERAPY SESSION THE THERAPIST...

0  1  2  3  4  5  6  7  8   was interested in me.                              
0  1  2  3  4  5  6  7  8   accepted our differences.                          
0  1  2  3  4  5  6  7  8   knew what I was talking about.                     
0  1  2  3  4  5  6  7  8   was comfortable.                                   
0  1  2  3  4  5  6  7  8   was clear.                                       
0  1  2  3  4  5  6  7  8   listened to me.                                    
0  1  2  3  4  5  6  7  8   talked a lot.                                      
0  1  2  3  4  5  6  7  8   made specific suggestions.                         
0  1  2  3  4  5  6  7  8   was on the same track with me.                     

IN THE PSYCHOTHERAPY SESSION I... 

0  1  2  3  4  5  6  7  8   felt hopeful.                         
0  1  2  3  4  5  6  7  8   made a plan to deal with my problem(s).            
0  1  2  3  4  5  6  7  8   felt better.                                      
0  1  2  3  4  5  6  7  8   saw my problems as solvable.               
0  1  2  3  4  5  6  7  8   moved toward my treatment goal(s).               
0  1  2  3  4  5  6  7  8   recognized things that I didn't know about before. 
0  1  2  3  4  5  6  7  8   felt involved.                                     
0  1  2  3  4  5  6  7  8   saw things in new ways. 
0  1  2  3  4  5  6  7  8   talked about my past.                              
0  1  2  3  4  5  6  7  8   talked about my relationships.
0  1  2  3  4  5  6  7  8   benefitted from therapy.       


	History of Psychological Problems

Name: _________________________________________   Date: ____________________

Address: _______________________________________

City:  ________________________________   State:  ____________      Zip:  __________

Telephone:  (____)______________________        Therapist:  _______________________

Date of Birth: ___________     Gender:  __________     Education:  ___________________

Marital Status:			Ethnicity:			Religion:
(1)  Never Married		(1)  African-American		(1)  Catholic
(2)  Married			(2)  Asian-American		(2)  Jewish
(3)  Separated			(3)  European-American	(3)  None
(4)  Divorced			(4)  Hispanic			(4)  Protestant
(5)  Widowed			(5)  Native American		(5)  Other
(6)  Other

What is the problem or problems that brought you to treatment? _____________________

_________________________________________________________________________

_________________________________________________________________________


At what age did you first receive psychotherapy or counselling?  ____________

How many different therapists have you received psychotherapy or counselling from?  ______

Approximately how many hours of psychotherapy and/or counselling have you received altogether?  ________

If you have never received psychotherapy or counselling then go to the next box.






















If you have never been admitted to an inpatient psychiatric hospital, substance abuse treatment, or other psychiatric treatment facility then skip this box.

At what age were you first admitted to an inpatient treatment facility?  __________

How many times have you been admitted to an inpatient treatment facility?  _________

Approximately how many total days have you received treatment in an inpatient treatment

facility?  _________























	Social Network Questionnaire

Name: _____________________________       Age: ______________      Gender: _____________


For items numbered 1 through 24 consider the following people: spouse or mate, family, friends, people at work/school, or acquaintances.  Leave the item blank if it does not apply to you.  For example, if you are not married or living with someone, items 1 through 6 would be left blank.  Think about each of those persons listed and the kind of activity you had with them.  You should have an entry for each item according to the following:



8 = daily
7 = five or six times per week
6 = two to four time per week


5 = about once a week     
4 = two or three times per month 
3 = about once a month


2 = two to eleven times per year
1 = about once a year
0 = never 








spouse or mate      

family               

friends/acquaintances*

people at work/school 


       
   talk
   with

 1.___

 7.___

13.___

19.___


       
conflict
  with 

 2.___

 8.___

14.___

20.___


  feel 
 close 
   to  

 3.___

 9.___

15.___

21.___


  get  
support
  from 

 4.___

10.___

16.___

22.___


 share in 
productive
 activity 
 
  5.___  
 
 11.___  
 
 17.___  
 
 23.___


share in
leisure
activity

 6.___

12.___

18.___

24.___



* NOTE:  If some people are both co-workers (or classmates) and friends, then rate the time   
spent with them outside of work (school) as friends and the time at work (school) as co-workers (or classmates).
                       


My living condition is: (check one)

25. (  )  Live with family      
26. (  )  Live alone     
27. (  )  Live with relative(s)
28. (  )  Live in psychiatric institution            
29. (  )  Live in halfway house
30. (  )  Live with someone other than relative      
31. (  )  Live in foster home








Layout for Fakedata2020.csv

Pretest [I worry most of the time.] - eworry
Pretest [I often think about dying.] - edying
Pretest [I often act without thinking of the consequences.]  - econseq
Pretest [I know things that no one else knows.] - enobodyNo
Pretest [I feel jumpy.]  - ejumpy
Pretest [I have little need to socialize with other people.]  - esocializ
Pretest [I often experience sudden, intense mood swings.] - emoodswing
Pretest [I feel that people are out to get me.] - egetme
Pretest [I have lost interest in things I once enjoyed.] - elostint
Pretest [I do not have a good relationship with my family.] - efamily
Pretest [I feel my mind racing.] - emindrace
Pretest [I feel worthless.] - eworthless
Pretest [I sometimes see or hear things no one else can see or hear.] - eseethings
Pretest [I feel sad most of the time.] -  efeelsad
Pretest [I struggle to maintain a romantic relationship.] - eromance
Pretest [I have difficulty concentrating.] -- concentrate
Previous Treatment [Age at First Outpatient Treatment]
Previous Treatment [Age at First Hospitalization]
Previous Treatment [Number of Therapists]
Previous Treatment [Total Number of previous therapy hours]
Previous Treatment [Number of Previous Hospitalizations]
Previous Treatment [Total Number Days of Prior Hospitalizations]
Post Treatment Questionnaire [I worry most of the time.]- oworry
Post Treatment Questionnaire [I often think about dying.]
Post Treatment Questionnaire [I often act without thinking of the consequences.]
Post Treatment Questionnaire [I know things that no one else knows.]
Post Treatment Questionnaire [I feel jumpy.]
Post Treatment Questionnaire [I have little need to socialize with other people.]
Post Treatment Questionnaire [I often experience sudden, intense mood swings.]
Post Treatment Questionnaire [I feel that people are out to get me.]
Post Treatment Questionnaire [I have lost interest in things I once enjoyed.]
Post Treatment Questionnaire [I do not have a good relationship with my family.]
Post Treatment Questionnaire [I feel my mind racing.]
Post Treatment Questionnaire [I feel worthless.]
Post Treatment Questionnaire [I sometimes see or hear things no one else can see or hear.]
Post Treatment Questionnaire [I feel sad most of the time.]
Post Treatment Questionnaire [I struggle to maintain a romantic relationship.]
Post Treatment Questionnaire [I have difficulty concentrating.]
Post Treatment Questionnaire
Diagnosis [What is your Fake Diagnosis-]
Gender [What is your gender?]
Age [What is your age?]
[ used AGGRATE in excel to generate the next set of items.]
mAnx= mean of eworry, ejumpy, emindrace, econcentrate.
 mBord= mean of econseq, emoodswing, efamily, eromance.
 mDep= mean of edying, elostint, eworthless, efeelsad.
 mSchiz= mean of enobodyNo, esocializ, egetme, eseethings.

 moAnx= mean of oworry, ojumpy, omindrace, oconcentrate.
 moBord= mean of oconseq, omoodswing, ofamily, oromance.
 moDep= mean of odying, olostint, oworthless, ofeelsad.
 moSchiz= mean of onobodyNo, osocializ, ogetme, oseethings.



* compute change scores.
diffAnx=mAnx-moAnx.
diffBord=mbord-moBord.
diffDep=mDep-moDep.
diffSchiz=mSchiz-moSchiz.




Number	1	2	3	4	5	1	2	3	4	5	Number Squared	1	2	3	4	5	1	2	9	16	25	



First Number	1	2	3	4	5	Second Number	5	4	3	2	1	Product	1	8	9	8	5	



First Number	1	2	3	4	5	Second Number	1	2	3	4	5	Product	1	2	9	16	25	
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Single-Test Reliability Analysis ¥

Frequentist Scale Reliability Statistics ¥

Estimate McDonald's Cronbach's
Point estimate 0.804 0.797
95% CI lower bound 0.765
95% CI upper bound 0.826
Note. Of the observations, pairwise complete cases
were used.

Frequentist Individual ltem Reliability Statistics

If item dropped

Item McDonald's Cronbach's Item-rest correlation mean sd
cretive 0.766 0.758 0.610 4.859 2.221
produtiv 0.765 0.755 0.609 5.005 2.146
ambitous 0.771 0.763 0.582 5.621 2.065
hands 0.776 0.767 0.542 5.691 2.145
steady 0.778 0.768 0.553 6.245 1.991
health 0.786 0.778 0.477 5.995 2.129
solving 0.789 0.782 0.450 5.373 1.847
spur 0.820 0.818 0.226 3.693 2.259

Note. McDonald's estimation method for item-dropped statistics switched to PFA because
the CFA did not find a solution.
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Frequentist Scale Reliability Statistics

Estimate McDonald's Cronbach's
Point estimate 0.820 0.818
95% CI lower bound 0.788
95% CI upper bound 0.844
Note. Of the observations, pairwise complete cases
were used.

Frequentist Individual ltem Reliability Statistics

If item dropped

Item McDonald's Cronbach's Item-rest correlation mean sd
cretive 0.787 0.784 0.615 4.859 2.221
produtiv 0.786 0.782 0.614 5.005 2.146
ambitous 0.791 0.787 0.593 5.621 2.065
hands 0.797 0.794 0.551 5.691 2.145
steady 0.799 0.794 0.551 6.245 1.991
health 0.806 0.802 0.505 5.995 2.129
solving 0.809 0.808 0.460 5.373 1.847

Note. McDonald's estimation method for item-dropped statistics switched to PFA because
the CFA did not find a solution.
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Results ¥
Single-Test Reliability Analysis ¥

Frequentist Scale Reliability Statistics ¥

Estimate McDonald's w Cronbach's a
Point estimate 0.791 0.785
95% CI lower bound 0.759 0.750
95% CI upper bound 0.822 0.817

Frequentist Individual Item Reliability Statistics

If item dropped

ltem McDonald's w Cronbach's a Item-rest correlation mean sd
enjoy 0.795 0.780 0.407 6.414 1.635
fgood 0.787 0.761 0.500 6.128 1.730
worth 0.781 0.754 0.532 5.683 1.840
worried 0.719 0.743 0.574 6.616 2.184
lonely 0.705 0.727 0.633 7.263 2.238
insecure 0.726 0.745 0.567 7.701 2.085

Note. The following items were reverse scaled: worried, lonely, insecure.
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t df p Cohen's d

efeelsad -11.333 278 <.001a -1.557

Note. Student's t-test.

a Levene's test is significant (p < .05), suggesting a violation of the
equal variance assumption
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= &

Frequencies Facto

Model R R? Adjusted R* RMSE
Ho 0.000 0.000 0.000 1.459
H, 0.656 0.430 0.427 1.105
ANOVA
Model Sum of Squares df Mean Square p
H, Regression 169.320 1 169.320 138.663 <.001
Residual 224.680 184 1.221
Total 394.000 185
Note. The intercept model is omitted, as no meaningful information can be shown.
Coefficients
Model Unstandardized Standard Error Standardized t p
Ho (Intercept) 3.000 0.107 28.036 <.001
H, (Intercept) 2.461 0.093 26.445 <.001

depdum 2.228 0.189 0.656

11.776 <.001
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Linear Regression ¥
Model Summary - depdum ¥
Model R R? Adjusted R* RMSE
Ho 0.000 0.000 0.000 0.429
Hy 0.743 0.551 0.539 0.292
ANOVA
Model Sum of Squares df Mean Square F P
H, Regression 18.807 5 3.761 44.234 <.001
Residual 15.306 180 0.085
> Total 34.113 185

Note. The intercept model is omitted, as no meaningful information can be shown.

Coefficients
Model Unstandardized Standard Error Standardized t P
Ho (Intercept) 0.242 0.031 7.684 <.001
H, (Intercept) -0.204 0.072 -2.850 0.005
eworry -0.088 0.017 -0.286 -5.250 <.001
edying 7.038e -4 0.022 0.002 0.031 0.975
elostint 0.101 0.023 0.339 4.470 <.001
eworthless 0.021 0.021 0.073 0.961 0.338

efeelsad 0.131 0.027 0.444 4.848 <.001
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Model R R? Adjusted R? RMSE
Ho 0.000 0.000 0.000 0.429
H, 0.695 0.483 0.471 0.312
ANOVA
Model Sum of Squares df Mean Square F p
H, Regression 16.463 4 4.116 42.207 <.001
> » Residual 17.650 181 0.098
Total 34.113 185
Note. The intercept model is omitted, as no meaningful information can be shown.
Coefficients
Model Unstandardized Standard Error Standardized t p
Ho (Intercept) 0.242 0.031 7.684 <.001
H, (Intercept) -0.406 0.065 -6.276 <.001
edying -0.027 0.023 -0.087 -1.156 0.249
elostint 0.094 0.024 0.315 3.886 <.001
eworthless 0.029 0.023 0.104 1.278 0.203
efeelsad 0.119 0.029 0.405 4.147 <.001
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Model R R2 Adjusted R? RMSE
Ho 0.000 0.000 0.000 0.429
H, 0.692 0.479 0.470 0.313
ANOVA
oly Model Sum of Squares df Mean Square p
Hy Regression 16.333 3 5.444 55.727 <.001
Residual 17.780 182 0.098
Total 34.113 185
Note. The intercept model is omitted, as no meaningful information can be shown.
Coefficients
Model Unstandardized Standard Error Standardized t P
Ho (Intercept) 0.242 0.031 7.684 <.001
H, (Intercept) -0.438 0.059 ~7.445 <.001
elostint 0.093 0.024 0.311 3.843 <.001
eworthless 0.021 0.022 0.076 0.976 0.330
efeelsad 0.109 0.027 0.370 3.982 <.001





image372.png
Use the scale below to rate your MOST RECENT PSYCHOTHERAPY session.

Strongly Strongly
Disagree Disagree Neutral Agree Agree
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Circle the number that best represents your attitude.
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was interested in me.

accepted our differences.

knew what I was talking about.
was comfortable.

was clear.

listened to me.

talked a lot.

made specific suggestions.

was on the same track with me.
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PSYCHOTHERAPY SESSION I...
felt hopeful.

felt better.
saw my problems as solvable.
moved toward my treatment goal(s).

felt involved.

saw things in new ways.
talked about my past.

talked about my relationships.
benefitted from therapy.
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made a plan to deal with my problem(s).

recognized things that I didn’t know about before.
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Coefficients

Model Unstandardized Standard Error Standardized t p
Ho (Intercept) 6.582 0.102 64.674 <.001
H, (Intercept) 0.353 0.248 1.426 0.155
accepted 0.126 0.048 0.120 2.645 0.009
knewtalk -0.090 0.055 -0.087 -1.648 0.100
comfort 0.155 0.052 0.154 2.987 0.003
listened 0.080 0.054 0.077 1.473 0.142
specific -0.061 0.038 -0.063 -1.604 0.109
samtrack 0.031 0.044 0.035 0.706 0.480
hopeful 0.021 0.050 0.021 0.414 0.679
plan 0.044 0.047 0.046 0.934 0.351
fltbetr 0.237 0.051 0.255 4.633 <.001
solvable 0.180 0.048 0.186 SN2S <.001

togoals 0.254 0.052 0.263 4.931 <.001
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L] L]
Ho 0.000 0.000 0.000 2.023
H, 0.835 0.697 0.693 1.121
ANOVA ¥
Model Sum of Squares df Mean Square p
H, Regression 1123.569 5 224714 178.941 <.001
> > Residual 488.507 389 1.256
Total 1612.076 394
Note. The intercept model is omitted, as no meaningful information can be shown.
Coefficients
Model Unstandardized Standard Error Standardized t p
Ho (Intercept) 6.582 0.102 64.674 <.001

L d [ ]

I H, (Intercept) 0.303 0.236 1.286 0.199
accepted 0.132 0.040 0.126 3.266 0.001
comfort 0.139 0.040 0.138 3.457 <.001
fltbetr 0.256 0.045 0.275 5.681 <.001
solvable 0.181 0.047 0.188 3.862 <.001
togoals 0.276 0.048 0.286 5.758 <.001





image377.png
D psaN*  (QAMILLER)

| ™ I EX T 11 2 -
Descriptives T-Tests ANOVA Mixed Models

speumc
samtrack & sohal

hopeful 4, togoa
plan
recogniz

involved

newways
past WLS Weigh
relates >

L EEEEL

» Model
¥ Statistics
Regression Coefficients
Estimates Model fit
From 5000 | bootstraps R squared change

Confidence intervals 950 % Descriptives

Covariance matrix Part and partial correlations

Vovk-Sellke maximum p-ratio Collinearity diagnostics




image378.png
Descriptives

N Mean SD SE
benefitd 395 6.582 2.023 0.102
accepted 395 6.504 1.932 0.097
comfort 395 6.646 2.007 0.101
fitbetr 395 6.170 2178 0.110
solvable 395 6.344 2.100 0.106
togoals 395 6.400 2.095 0.105
Part And Partial Correlations
Model Partial Part

H, accepted 0.163 0.091

comfort 0.173 0.096

fitbetr 0.277 0.159

solvable 0.192 0.108

togoals 0.280 0.161

Note. The intercept model is omitted, as no

meaningful information can be shown.
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Use the scale below to rate your MOST RECENT PSYCHOTHERAPY session.

Strongly Strongly
Disagree Disagree Neutral Agree Agree
0 1 2 3 4 5 6 8

Circle the number that best represents your attitude.

IN THE PSYCHOTHERAPY SESSION THE THERAPIST...
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was interested in me.

accepted our differences.

knew what I was talking about.
was comfortable.

was clear.

listened to me.

talked a lot.

made specific suggestions.

was on the same track with me.

PSYCHOTHERAPY SESSION I...
felt hopeful.

felt better.
saw my problems as solvable.
moved toward my treatment goal(s).

felt involved.

saw things in new ways.
talked about my past.

talked about my relationships.
benefitted from therapy.
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made a plan to deal with my problem(s).

recognized things that I didn’t know about before.
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Life Sphere Questionnaire

Name: ID: Date: Gender:
Occupation: Education (Yrs): Religion: Age:
Rate how much the statements below apply to you by using the following scale:
Never |Hardly|Once |Little(Some [A 1ot [Fre- [Most |All
ever ~|in a |of the|of the|of the|quent-|of the|of the
while [time |[time |[time y time |time
0 1 2 3 4 5 6 7 8

IN THE PAST WEEK HOW OFTEN HAVE YOU ..

Fo urle:smehoms(cvmmgs,wcdﬁmdsetc.)? % finished things you started?

1.

2 things you have don ed your mind?

3. Ielt ﬁk a%m a wonhwhﬂcwuyl 14.__ felt sad or depressed?

4. felt f 15 felt mixed up or confused?

5. felt angry? 16.__ felt bored or useless?

6. felt tense? 17._ felt like hum:gli

7. felt shy? 18. had a say in what you did?

8 felt worn out? __ felt jealous?

9. fitin? . had trouble sleeping?
10 felt approved of? . done something just for fun?

11.__ done what you should? 22._ used alcohol?

23.___ used drugs?

IN THE PAST WEEK HOW OFTEN HAVE YOU BEEN ..
4. 27. worried? 30.___ forced to do tive?
25.__ lone . sorry for thlngs done? 31 taken advam:;ing? 34.— pl.||1|s|mecl°°""?erIl ?
26.__ insecure? . outgoing? 32, productive? 35.__ suspicious?
IN THE PAST WEEK ..

36.__ how satisfied have you been in general (with relationships, with finances, with friends and family? &o

37.__ did you handle the basic necessities such as paying bills, shopping and taking care of your room (home;apt)?

DO YOU THINK YOU ARE:

38 fair? . loyal? 46.__a worker? 50. kind?
39, ambitious? . good with your hands? 47 in g health? busy?
40.__ courteous? ifferent from other le? 48 J? 52. successful?
41.__ creative? .___ good at solving problems! 49. intelligens
DO YOU:

. Charm le? 66.___ show people how to do ?
54._ like to be touched? 61 get into trouble with mc

. take charge? 68 mﬂc resolve conflicts?
%_ m&a ;mdgg; %. lgmp about your body (appeamnk ce)?

. courage: than most people?
%: lan for ltg'e future? 77;- lpnm i ot

. t peopl arrange peop e get things done’
60.__ like your work (studies)?  73.__ likewbeincludcdlnacuvn ‘[et
61.___ influence le? 74.__ stand up for what is right?
B ot you sy wou il 76— copres Yoo pesiive motionss

t you saj ress emo

64— avoid dissgreetnénts 77— have trouble concentrating?
65.__ have a "sixth sense?” 78 care what other people think of your behavior?
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Rate how much the statements below apply to you by using the following scale:

Fre-

Never [Hardly[Once |Little|Some (A lot Most (A
ever " |in a |of the|of the|of the|quent-|of the|of the
while |time [time |time y time |time

0 1 2 3 [ 5 6 7 8
79.__ 1 feel that I do a good job (as self- ife student, or )?
80."— Emotional problems with my work (or studies)?
xl._lgezm!sbybc%mﬂemﬂmﬂnndmm ?
8. In the past month,the amount of money I had, was enough to pay the bills?
&_halng\xpofpe@klungnmmdoﬂlm'
8. I fol myownmummummhuwreopls.
85. I sometimes think death might be the solution to my problems.
86._ I do things on the spur of the moment.
g Pe 'le b’:;layidme:is mmmgtc'ﬂmypmdmegoods.

at a ral

89— Soe:remewho breaks the law should be punished.
90.__ The "down and out” can count on me to out.
9L I have been unable to quit doing something that I wanted to quit (like eating so much, or smoking).
92. My life is exciting.
93, People like me.
94 People are out for themselves.

When someone disagrees with you what do you do?

95. to understand their position. 97.. along with them. 99, confront them.
%:gndﬁu:mwmpuinc R:ﬁgn'tﬂq)lmmopinim. 100:__ get the disagreement resolved.

For items numbered 101 124 consider the following spouse or family, friends, people at
T R s o o A B B R ST
‘or S ‘were
maried or Ihing with Rite cach tem according 1o"the follow o
8 = daily 5 = about once a week 2 = two to eleven times per year
7 = five or six times per week 4 = two or three times per month 1 = about once a year
6 = two to four times per week 3 = about once a mont 0 = never
talk  conflict
with with
or mate 101 102
M oy =
people at work/school 119~ 120

* NOTE: me&mlcmbmhwm(ordammcs)mdﬁmdsmnuﬂxdme
spent with them of work (school) as friends and the time at work as co-workers (classmates).

Inan week estimate the number of hours that in the activities listed below. Don’t take a lot of time
10 get the Siact number of hours youspend

0=0 3 = 4 to 6 hours 6 = 20 to 32 hours
1 = 1 hour or less 4 = 7 to 11 hours = 33 to 53 hours
2 = 2to 3 hours 5 = 12't0 19 hours 8 = 54 hours or more
125 Working** Fe i 151 _ Errands
126 Parenting O e o Bveats (ertcant) 157 Vonmteer Work
Sc‘rsvl(tn )
125 Sieeping © 140 Religi mr‘nmm‘ﬂ’-"n Jerc
1297 Eating 141 ‘Seminars, Conferences ].is_Hmne;Yug fork
130 Reading 1427 Plays/Concerts/etc Wi W(,g:p .
llg%_.mdym; }43 tion (Rotary,etc) 156 /SitCom
15— Seoone’ 145 Gt together with friends 13— N bducaional
134 mn( 1 it 159 Tﬂ%m
135 Relaxing ng 1 160 Total time spent
11.;6-#:::; %7 g\bl.u: - é‘celccwdomﬂ) W‘I:zﬁlﬂ'ltwﬂ:mwi?
- 149" H 0 (mlscanuvcﬁap%anymh;
Making/Creating Something above.)

** Includes ife, student, self-empl p! 9-30-91
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enjoyed your leisure hours (evenings, weekends, etc.)?
felt good about yourself or things you have done?
felt like you've spent a worthwhile day?

felt fearful or afraid?

felt angry?

felt tense?

felt shy?

felt worn out?

fit in?

felt approved of?

. done what you should?

finished things you started?

changed your mind?

. felt sad or depressed?

. felt mixed up or confused?

. felt useless?

17. felt like hurting yourself?

18. had a say in what you did?

19. felt jealous?

had trouble sleeping?

done something just for fun?

used alcohol?

used drugs?

lively?

lonely?

insecure?

worried?

sorry for things done?

outgoing?

forced to do things?

taken advantage of?

productive?

cooperative?

punished?

suspicious?

how satisfied have you been in general (with
relationships, with finances, with friends and family?)
did you handle the basic necessities such as paying bills,
shopping and taking care of your room (home;apt)?
fair?

ambitious?

courteous?

41. creative?

42. loyal?

43. good with your hands?

44. different from other people?

45. good at solving problems?

46. a steady worker?

ERERRERCRNAMAwNE

S RRYBRESURIRRRNERNSE

se¥

BERESSEEE § RUSBNNNBNNNURNNENNENNRRNNNNRNNRERENE =

531

COUTEOU
LOYAL
DIFEREN

SOLVING
STEADY




image397.png
88 BIR REB BR B PRI FINNESPRARCRRNDRLRARNRAOLLERS

o
i

take charge?

hold a grudge?

have courage?
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hit people?
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. Emotional problems interfere with my work (or
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I get things by being gentle rather than demanding?
In the past month,the amount of money I had, was
enough to pay the bills?

In a group of people I can get them to do things.

1 follow my own ideas rather than other peoples.

I sometimes think death might be the solution to my
problems.

I do things on the spur of the moment.

‘What happens in my life is up to me.
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92. My life is exciting.

93. People like me.

94. People are out for themselves.

95. try to understand their position.

96. stand firm on your point.

97. go along with them.

98. don’t express your opinion.

99. confront them.

100. get the disagreement resolved.

101. talk with spouse.

102. conflict with spouse.

103. feel close to spouse.

104. get support from spouse.

105. share in productive activity with spouse.
106. share in leisure activity with spouse.
107. talk with family.

108. conflict with family.

109. feel close to family.

110. get support from family.

111. share in productive activity with family.
112. share in leisure activity with family.
113. talk with friends.

114. conflict with friends.

115. feel close to friends.

116. get support from friends.

117. share in productive activity with friends.
118. share in leisure activity with friends.
119. talk with co-workers.

conflict with co-workers.

feel close to co-workers.

get support from co-workers.

share in productive activity with co-workers.
share in leisure activity with co-workers.
Working

Parenting

Commuting

Slecping

Eating

Reading

Studying
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144. Movies

145. Get together with friends
146. Counseling/Treatment

147. Public Service (clected off.,board)
148. Personal Hygiene/Grooming
149. Housework/Cooking

150. Making/Creating Something
151. Errands

152. Volumteer Work

153. Driving (pleastzn'e)

154. Dinning/Dancing/etc

155. House/Yard Work

156. Drama/Soap/SitCom

157. Sports

158. News/Educational

159. Talk/Game/MTYV etc

160. Total time spent talking
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The first4 ¥ are computed as follows

03341+ (45978 1) + (56538 1)=1.06
03341+ (45978 2) + (56538 4) =3.21
case #3= 03341+ (45978  0) + (56538 )= 1.16
case #4= 03341+ (45978 1)+ (56538 0) = 49
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Three important sums of squares (S5) are presented.

SSR (sums of squares regression) = biZxy + baTizy + . buSiay
In the present example
SSR=(45978:103.75) + (:565385-112.4) = 111.251
SSE (sums of squares error or residual) = X(Y - T2
In this case is the sum of the column labeled (¥ - T2

SST = (sums of squares tofal) = Ty?
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The following formulea apply to the discussion.
SST=SSR+SSE
SSR=SST-SSE
SSE=SST- SSR
R? =SSR/ SST = proportion of variance accounted for

SSR/ dfus

SSE/df
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There is a question of how the shared variance of all variables is
divided in the part correlations
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A Simple Correlation
Simple (X-1)=(B + C)/(A + B +C+D)

The simple correlation for X-1 is computed by dividing total variance of Y into
the variance of Y shared by X-1. For X-1 that variance of ¥ accounted for by X-1
s represented by the area identified by “b” and “c.” The total variance of ¥ is
represented by the area “a”, b, “c”, and “d."

Simple(X-2)=(C + DYf(A+ B+ C+D)

The simple correlation for X-2 is computed by dividing total variance of T into
the variance of Y shared by X-2. For X-2 that variance of ¥ accounted for by X-2
s represented by the area identified by “c” and “d”. The total variance of ¥ is
represented by the area “a”, b, “c”, and “d."
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B. Part Correlation (Simipartial Correlation)
Part(X-1)=B/(A + B+ C+D)

The part correlation for X-1 is computed by dividing total variance of Y into the
variance of ¥ shared by X-1 that is not shared by X-2. For X-1 that variance of T
accounted for by X-1 and not shared by X-2 is represented by the arca identified
by “b." The total variance of ¥ is represented by the area “a”, “b”, “c”, and “d.”

Part(X-2)=B/(A + B+ C+D)

The part correlation for X-1 is computed by dividing total variance of Y into the
variance of ¥ shared by X-2 that is not shared by X-2. For X-1 that variance of T
accounted for by X-2 and not shared by X-2 is represented by the arca identified
by “d." The total variance of ¥ is represented by the area “a”, “b”, “c”, and “d.”
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C. Partial Correlation

Part(X-1)=B/(A + B)

The partial correlation for X-1 is computed by dividing variance of ¥ that is not
shared by any other X variables into the variance of Y shared by X-1 that is not
shared by any other X variables. For X-1 that variance of ¥ accounted for by X-1
and not shared by X-2 is represented by the area identified by “b.” The variance
of ¥ not shared by any other X variables is represented by the area “a” and *b.”

Part(X-2)=Df(A + D)

The partial correlation for X-2 is computed by dividing variance of Y that is not
shared by any other X variables into the variance of Y shared by X-2 that is not
shared by any other X variables. For X-2 that variance of ¥ accounted for by X-1
and not shared by X-1 is represented by the area identified by “d.” The variance
of Y not shared by any other X variables is represented by the area “a” and “d.”
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Beta Weights (Regression Coefficients)

The beta weight of a multiple correlation splits the overlap correlations of two
independent variables. It does not correspond to the part or partial correlations. Each does not
account for the overlap of the two independent variables
Using Multiple Regression in Science

A Select type of regression

1

2

Empirical (must cross-validate)

a forward sieps
b backward steps

Theoretical

a. single variable steps
b variable category steps

B. Split sample for cross validation (test for alternative hypotheses)
C. If you have too many variables it is possible that none are significant
D. Interpretations of beta

1

sate of change in dedpendent variable from predictor, when others are held
constant (in standard score form only).

given assumptions are met (measure all predictors or those not measured are not
correlated with those you do) befa gives causal contributions to relationship.

if significan, beta means that a predictor has a unique contribution.

Beta is a sort of standardized usefulness" = usefulness  degree of non-redundant
information given by predictor

beta's may be compared within a regression equation for size in terms of rate of
charigs in efiterion.
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Usefulness = the amount of multiple correlation squared drops if you eliminate a variable
(R-square change).

T unique contribution of prediction in terms of proportion of independent
variable explained.
2. the part comrelation squared when other variables have been removed.

T Characteristics of the correlation and regression

A The optimal relationship between the independent variables and dependent
variable when the independent variables correlate low with each other and
moderate with the dependent variable
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MANOVA:

A MANOVA was run using two dependent variables and one categorical independent variable. The
dependent variables were age and weight. The independent variable was offense type of the offender.
The independent variable was created by grouping the offenders into 1 of 4 categories depending on
the crime they committed. Group 1 were all offenders convicted of offending against a child victim who
was 14 years of age or younger. Group 2 were all offenders convicted of offending against a child victim
aged 15 to 17 years old; Group 3 included those offenders who committed the crime against an adult
victim. Finally, Group 4 were all offenders convicted of other sex offenses (possession of child
pornography, prostitution, etc.).

First, a bivariate correlation was run with the two dependent variables. This was to check for
multicollinearity. Pearson’s R for age an weight was, r=-.08. This shows that the two variables are not
t0o closely related.

it should be noted that there were not equal group sizes. There were 888 offenders in Group 1, 349 in
Group 2, 475 in Group 3, and only 54 in Group 4. The largest cell size is well over 1.5 times the smallest
cell size, therefore, breaking an assumption of this test.

The results show that all 4 tests of the independent variable was significant. Therefore, there are
significant differences among offense groups on a linear combination of age and weight (the 2
dependent variables).

When assessing the ANOVA results, age, but not weight, was significant for the independent variable.
Therefore, age was significantly different for the 4 categories of offenders, but weight was not.

Finally, Post hoc tests were run last. Since the Bonferroni is the most conservative of the Post Hoc tests,
it will be discussed here. This test shows that with Age, there were statistically significant differences
between the adult victims and victims under 14 years of age. However, no other significant differences
were present.

The R squared for victim type was .010, making it only 1%, which is very small. The results of this test
show there was no difference between offender type on weight. However, there was a difference
between offender groups based on age.
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a model in the lavaan model syntax. The lower panel contains additional operators that are
allowed in the lavaan model syntax.
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